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Financial imbalances and macroeconomic tail risks: A
structural regime-switching investigation ∗
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We first empirically document that excessive credit growth and
asset price overvaluations raise the likelihood of financial crises
and deepen the severity of associated economic downturns in
advanced economies using linear probability models and local pro-
jections. We then rationalise these empirical findings in a Markov
regime-switching version of a canonical New Keynesian DSGE
model with the banking and housing sectors estimated for the euro
area, which explicitly accounts for prolonged financial cycles based
on hybrid house-price expectations and the nonlinearities arising
from financial imbalances. The model offers a framework in which
low-probability financial crashes are nested within typical business
cycles. We then present several policy applications to show how
this framework can be used to conduct structural macro-financial
risk analysis depending on the evolution of financial conditions
and to assess monetary and macroprudential policies, uncovering
key policy trade-offs.

JEL: C53, E12, E50, E30, G01
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prudential policy, financial stability

I. Introduction

A long history of financial crises in advanced economies, including the 2007-09
global financial turmoil, shows that these events tend to be preceded by excessive
growth in real private credit and overvaluation of asset prices and are usually
followed by more severe economic downturns that are significantly different from
typical recessions (Jordà, Schularick and Taylor, 2013, 2016). Credit imbalances
coupled with overvalued house prices along with long-lasting financial cycles are
key to explaining these events (Claessens, Kose and Terrones, 2012; Drehmann,
Borio and Tsatsaronis, 2012; Claessens et al., 2013).
Generating financial crises nested within typical business cycles proves to be

difficult for a wide range of macroeconomic models, including the most recent New
Keynesian DSGE models with financial frictions (Mendoza, 2010). These models
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Internationale, L-1347 Luxembourg, l.ricci@esm.europea.eu.
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generally fall short of capturing simultaneously the following four key charac-
teristics of boom-bust episodes observed in advanced economies. First, financial
cycles are more prolonged than business cycles (Claessens, Kose and Terrones,
2012; Claessens et al., 2013; Drehmann, Borio and Tsatsaronis, 2012). Household
debt and house prices are more persistent than standard macro variables like out-
put, and expectations about house prices play a crucial role in driving prolonged
financial cycles (Gelain, Lansing and Mendicino, 2013). Second, financial crises
are rare events nested within typical business cycles. Third, these events come
across as asymmetric and nonlinear, with long-lasting effects on the macroecon-
omy. Finally, they are mainly triggered by accumulated financial imbalances in
credit and asset prices over time. Therefore, loose financial conditions in nor-
mal times are linked to future downside risks to GDP (Adrian, Boyarchenko and
Giannone, 2019).
While there are many attempts in the literature to incorporate financial fac-

tors and crises into macroeconomic models, an empirically-disciplined and unified
structural framework that could explain the aforementioned nonlinear links be-
tween so-called financial imbalances, the likelihood of financial turmoil and the
resulting severity of economic downturns, and their policy implications is still
scarce.1 We aim to fill this gap in the literature.
In this paper, we rationalise the key empirical regularities of financial crises

in advanced economies in a Markov regime-switching version of a canonical New
Keynesian DSGE model with the banking and housing sectors, which explicitly
accounts for prolonged financial cycles and the nonlinearities arising from finan-
cial imbalances. Notably, the framework is designed to serve as a laboratory
for conducting structural macro-financial risk analysis based on the evolution of
financial conditions and for assessing monetary and macroprudential policies.
Our contribution to the literature is threefold. First, we present an endogenous

Markov-regime switching (RS) version of an estimated DSGE model for the euro
area with explicit modeling of the banking and housing sectors. In this framework,
financial crises are endogenously triggered by the evolution of real private credit,
house and equity prices, and interest rates as in the actual data. To this end, we
estimate a logit specification covering 21 advanced economies from Q1-2001 to
Q4-2019 (Anundsen et al., 2016), and we embed this logit specification into our
RS-DSGE model to govern transition probabilities from normal times to crisis
times (Gerdrup et al., 2017; Kravik, Kockerols and Mimir, 2023). This helps the
model explain the observed frequency of financial crises as in the data.2

Second, we incorporate a reduced-form empirical function relating private credit

1We would like to clarify the definition of financial imbalances early on, given the motivation of the
paper. Within our modeling framework, we proxy ”financial imbalances” by long-term (3-year or 5-year)
average growth rates of real house prices, real private credit, real equity prices, and real interest rates.

2Since the number of financial crises arising from the private sector financial imbalances in the euro
area in our sample period from 1999 to 2019 is quite limited and the identification becomes extremely
difficult, we do not attempt to estimate the RS-DSGE version of the model with Bayesian techniques.
Instead, we first estimate the constant parameter version of the model for the euro area and then integrate
the estimated probability of the crisis function into the model.



growth to crisis severity that is motivated by the estimated local projections
(Jordà, Schularick and Taylor, 2016). This helps us capture that higher pre-crisis
credit growth leads to more severe output declines. In particular, a one-standard
deviation increase in pre-crisis real credit growth leads to a nearly 2% higher
reduction in real GDP. We integrate this feature into our model using state-
dependent heteroskedastic structural shocks conditional on accumulated pre-crisis
real private credit growth, calibrated based on the estimated local projections, and
regime-switching structural dynamic parameters governing specific elasticities and
adjustment costs following Hubrich and Tetlow (2015).3 They argue that both
asymmetrically large shocks due to variance switching and nonlinear dynamics
due to coefficient switching during financial distress episodes are key to explaining
the behaviour of the macroeconomy during financial crises. This setup, together
with endogenous transition probabilities in a Markov regime-switching framework,
allows us to construct the conditional time-varying distributions of a large set of
macro-financial variables, including GDP growth emphasised by the growth at
risk (GaR) literature introduced by Adrian, Boyarchenko and Giannone (2019).

Third, the model can explain empirically plausible persistent financial cycles
via partly backward-looking house price expectations, deviating from model-
consistent rational expectations about house prices (Gelain, Lansing and Men-
dicino, 2013; Kravik, Kockerols and Mimir, 2023). If households observe that
house prices have been rising in the past, they project that house prices will con-
tinue increasing while forming their expectations, leading to prolonged cycles in
house prices and household debt in the model.

Our quantitative analysis shows that the model explains the key stylized facts
of financial crises in advanced economies while still matching the typical business
cycle moments in the data and preserving the frequency of normal times and
crisis episodes as in the actual data. Therefore, this framework offers an empir-
ically plausible environment to conduct structural macro-financial risk analysis,
including different risk scenarios typically constructed at policy institutions.4 Af-
ter establishing the credibility of this quantitative framework, we conduct several
policy applications that show how to assess the macroeconomic implications of
and the trade-offs associated with different monetary and macroprudential pol-
icy trajectories, including bank capital requirements and leaning-against-the-wind
(LAW)-type monetary policy rules.

3We document that the main macroeconomic and financial ratios in the data remain virtually the
same across normal and crisis times. That is why we resort to a cyclical explanation of financial crises
by using conditionally heteroskedastic shocks, which are coupled with the standard financial accelerator
mechanism (Kiyotaki and Moore, 1997; Bernanke, Gertler and Gilchrist, 1999), instead of occasionally
binding financial constraints, which could lead to different steady-state ”great” ratios in a financial crisis
regime, not supported by the data. The particular selection of conditionally heteroskedastic structural
shocks is based on the crisis narrative inspired by our empirical analysis. However, our modelling frame-
work is flexible enough to accommodate different contingencies given the potentially different nature of
financial crises.

4The model is also able to explain zero lower-bound episodes. More formally, the effective lower
bound (ELB) on the policy rate binds endogenously whenever the implied policy rate falls below the
ELB, governed by a separate Markov process.
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Focusing on the episode around the Global Financial Crisis (GFC) from the
end of 2003 to the end of 2011, among many other exercises, we first analyse how
overoptimism in house prices by economic agents prior to the GFC could have
amplified the boom period and the subsequent bust episode. We then assess the
potential policy complementarities between monetary and macroprudential poli-
cies around the GFC. If capital requirements had been higher before the crisis,
monetary policy would not have needed to be as restrictive as in the baseline, as
both the rise in inflation and output would have been less pronounced. Therefore,
monetary policy could have focused on maintaining price stability while macro-
prudential policy could have helped to contain financial stability risks. On the
other hand, if we compare implementing higher capital requirements with con-
ducting LAW-type monetary policy before the GFC, we find that although the
costs of implementing these two policies are comparable in terms of output loss
before the crisis, the crisis is less severe and the recovery is much faster in the
case of using higher capital requirements.

Related literature This paper is closely related to two strands of the literature
that study the role of financial factors, especially private credit and asset prices,
in explaining the dynamics of financial crises in advanced economies. On the
empirical front, Jordà, Schularick and Taylor (2013) and Jordà, Schularick and
Taylor (2016) document that financial recessions are more costly than normal re-
cessions in terms of lost output. For both types of recessions, more credit-intensive
expansions tend to be followed by deeper economic downturns and slower recover-
ies. They also show how past credit accumulation impacts output behaviour and
other key macroeconomic variables such as investment, lending, interest rates,
and inflation. We contribute to this strand of empirical literature by confirm-
ing their results for advanced economies and estimating logistical regressions for
the probability of financial crises in these countries by including more financial
variables.

Our paper also contributes to the theoretical literature that explains financial
crises in advanced economies and sudden stops in emerging economies using occa-
sionally binding financial constraints (Mendoza (2010) and Benigno et al. (2021)).
Our paper differs from the latter as we focus on financial crises in major devel-
oped countries while Mendoza (2010) and Benigno et al. (2021) focus on sudden
stops in emerging markets. Moreover, the probability of a crisis is explicit in our
framework as we rely on empirically estimated logit specification using real private
credit, real house and equity prices and real interest rates, while the probability
of a sudden stop in Mendoza (2010) and Benigno et al. (2021) depends on the
likelihood of a binding collateral constraint. Finally, we are able to solve a fairly
large-scale New Keynesian DSGE model with the housing and banking sectors
using Markov regime-switching techniques while explaining many salient features
of the boom-bust episodes in advanced economies such as prolonged financial cy-
cles and higher severity of crises depending on pre-crisis private credit growth.
In that regard, Adrian, Gaspar and Vitek (2024) also builds a large-scale open



economy DSGE model with macro-financial linkages and endogenous risk based
on Adrian, Boyarchenko and Giannone (2019) to analyse different policy instru-
ments in advanced and emerging market economies. Our paper differs from their
setup of endogenous risk. In particular, we rely on a Markov regime-switching
DSGE model with explicit endogenous transition probability that governs mov-
ing from normal times to crisis state based on an estimated logit specification,
and regime-switching dynamic structural parameters and state-dependent het-
eroskedastic structural shocks conditional on accumulated pre-crisis real private
credit growth, calibrated based on the estimated local projections. On the other
hand, their framework incorporates conditional variances into structural shocks
based on output and financial gap measures depending on whether the shock is
macroeoconomic or financial in a constant-parameter DSGE model.
The rest of the paper proceeds as follows. Section II shows the key stylised facts

about financial crisis episodes in advanced economies. Section III describes the
theoretical model consistent with these empirical regularities. Section IV presents
the calibration and estimation of the model. Section V discusses the quantitative
findings for the euro area, and policy simulations are shown in Section VI. Finally,
Section VII concludes.

II. Diagnostics of Financial Crises in Advanced Economies

This section discusses the selection of various financial indicators and their be-
haviour around financial crises. Our panel dataset contains quarterly data for
21 OECD countries from 1975 through 2019. Our sample includes Australia,
Austria, Belgium, Canada, Denmark, Finland, France, Germany, Greece, Italy,
Japan, Korea, the Netherlands, New Zealand, Norway, Portugal, Spain, Swe-
den, Switzerland, the United Kingdom, and the United States.5 We identify the
episodes of financial crisis relying mainly on the crisis classifications suggested by
Lo Duca et al. (2017) and (Laeven and Valencia, 2020, 2013).6 Comparable to
Anundsen et al. (2016), we identify 31 episodes in the pooled panel data set as
financial crises.
Our choice of financial indicators is guided to a large extent by the empirical

and theoretical literature on measuring risks in the financial system. We use
a set of indicators covering credit and asset price developments. The empirical
literature has identified credit and asset prices (i.e., real estate prices) as key
financial cycle drivers (Drehmann and Juselius, 2012). They perform robustly in
signaling financial crises in studies using international data. Several papers have
focused on the co-movement of medium-term cycles in credit and property prices
as the defining characteristics of the financial cycle (Claessens, Kose and Terrones,
2012; Aikman, Haldane and Nelson, 2015). They also find that cycles in financial
variables tend to be distinct from business cycles, with lower frequency, and that

5Table A.3 in the appendix contains summary statistics for relevant data.
6We also verify our episodes with the ones described on Reinhart and Rogoff (2008, 2009a,b) and

Babeckỳ et al. (2014).
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financial cycle peaks are closely associated with financial crises and, hence, low
economic growth.

Many studies conducted since the Global Financial Crisis found credit booms
as the major predictor (Schularick and Taylor, 2012; Dell’Ariccia et al., 2012).
According to Jordà, Schularick and Taylor (2013), financial crises preceded by
credit booms are also more costly than other crises, implying a strong link be-
tween credit booms and the likelihood of a severe crisis. Drehmann, Borio and
Tsatsaronis (2011) and Drehmann and Tsatsaronis (2014) also proposed an essen-
tial role for credit indicators in anchoring countercyclical capital buffers, building
on earlier studies on banking crises (Borio, Lowe et al., 2002; ?). We consider
real total credit as a financial indicator due to credit’s fundamental significance
in the empirical literature on financial crises.7

Housing accounts for a significant portion of household wealth in many nations
and its importance as collateral makes it relevant in analysing financial system
vulnerabilities. Because housing prices and credit are so closely related, self-
reinforcing spirals can form, in which higher house prices lead to more lending,
which leads to higher house prices yet again. Anundsen et al. (2016) discovered
that bubble-like behaviour significantly affects housing and credit markets, par-
ticularly when it coincides with high household leverage. As a result, we add
house prices to income as an indicator in our research.

Finally, the equity and bond markets are essential for firms seeking capital.
High asset valuations and low-interest rate spreads can be indicators of rising
risk appetite in specific markets. Elevated valuations in equity and bond markets
can also result in a severe correction later, posing a market risk for financial
institutions (Claessens, Kose and Terrones, 2012; Mendoza, 2010). We employ
real equity prices (because of their more extended time series) to capture risk
appetite and asset valuations. Finally, we also use interest rates to measure
the soundness of the financial system (Gilchrist, Yankov and Zakraǰsek, 2009;
Gilchrist and Zakraǰsek, 2012; Hubrich and Tetlow, 2015; Fink and Schüler, 2015).

What proportion of these financial crisis episodes was associated with height-
ened imbalances, as measured by our metrics introduced above? Table 1 provides
an overview of these events, indicating that a significant portion (equal or more
than 50%) of these events is associated with large financial imbalances at the be-
ginning of the crisis. In our sample, more than 90% of these crises were preceded
by high credit growth, defined by 5-year growth in credit above its country-
specific mean at the onset of the crisis. This estimate is close to the finding in

7Several publications have emphasised the rapid increase in household debt in the United States as
a critical mechanism for understanding the sluggish macroeconomic recovery since then (Eggertsson and
Krugman, 2012; Mian, Rao and Sufi, 2013). Anundsen et al. (2016) discovered that loan expansions to
households and non-financial firms are significant when assessing the financial system’s stability. As a
result, we also use the credit to non-financial enterprises and households. Drehmann and Juselius (2012)
find that debt service costs play a key role as an early-warning indicator (particularly in the short term),
emphasising that when debt service costs are high, even little shocks to income or interest rates can lead
to increased macroeconomic volatility. As a result, we also test for the debt service ratio of families as a
financial variable.



Dell’Ariccia et al. (2016) that two credit booms in three are followed by either
full-blown banking crises or extended periods of sub-par growth.8 Similarly, a
surge in house prices, defined by 5-year house prices to income, large piling up
in the real return on equity, or a significant increase in real interest rate are also
associated with around 80% of the financial crisis episodes identified.
We also identify how many large GDP shortfall episodes are associated with

heightened financial imbalances in our sample. To define GDP shortfall, we use
the annualised average growth in real GDP over a three-year horizon (

yi,t+12−yi,t
3×yi,t

)

to capture persistent declines in growth.9 Our sample of large GDP shortfall
events captures the lower percentiles of the growth distribution, explicitly repre-
senting the bottom 10% of observations. Like Aikman et al. (2019), we identify
that more than half of large GDP shortfall events are associated with high finan-
cial imbalances.10

Table 1—: Financial imbalances measures and financial crisis

No. of financial crisis associated with Average financial imbalances pre-crisis
Real credit (5Y av. growth) > μi 96% (27 of 28) 9.4
Real house prices to income (5Y av. growth) > μi 79% (22 of 28) 4.0
Real return on equity (3Y av. growth) > μi 50% (14 of 28) 10.4
Real interest rate (3Y change) > μi 82% (23 of 28) 0.7

Notes: This table presents summary statistics of the correlations between the financial
crisis identified within our dataset and imbalances indicators that exceed the country
average, μi. The average financial imbalances are computed by using annualised average
growth over a three-year horizon (

zi,t+12−zi,t
3×zi,t

) or five-year horizon (
zi,t+12−zi,t

5×zi,t
).

A. Behaviour of our financial indicators around the financial crisis episodes

To identify the behaviour of financial indicators around the financial crisis event,
we estimate a linear regression model in equation (1) following Gourinchas and
Obstfeld (2012) to determine how a financial indicator’s conditional expectation
depends on the temporal distance from the start of the financial crisis:

(1) xj,i,t = αj,i + βj,sλj,i,s + εj,i,t.

In equation (1), we estimate the expected mean (βj,s) of a set of variables of
interest, such as credit growth and house prices, as a deviation from its mean
in “normal times” in the four years preceding and the four years following the
financial crisis event. xj,i,t ∈ xi,t, denotes the variable of interest j, in country

8We also find events comparable to the financial crises described in Anundsen et al. (2016)
9We exclude observations less than two years apart to avoid clustering at the country level.

10We find 48 episodes in the pooled panel data set as large GDP shortfalls. In the appendix, Table
A.4 shows the summary statistics.
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i and at time t. λj,i,s is a dummy variable taking the value one when xj,i,t is s
quarters away from a tail event, and the value zero otherwise. The parameter αj,i

is a country fixed effect and εj,i,t is an error term (εj,i,t ∼ IIN(0, σ2
xj
)).

Figures 1 and 2 depict the dynamic of our macroeconomic and financial indica-
tors around the event (i.e. estimated βj,s for various s), as well as our left-hand
side measurements of GDP growth.
-
Fact 1. Financial turmoils are associated with a sharp and persistent drop in
economic activity. On average GDP falls about 3% below the trend, consump-
tion drops about 2% below the trend and investment fall around 6% (Figure 1).
Net exports jump about one percentage point of GDP during the two quarters
before the event and afterward. Unemployment rises by two percentage points
around the tail event and remains persistently high for about two years after the
event. These findings align with Yeyati and Panizza (2011) and Mendoza and
Yue (2012), showing that the crisis coincides with large GDP drops in data.
-
Fact 2. Real equity returns, house prices, and interest rate peak relatively early
before the financial crisis. Real equity jumps almost 5 percentage points and then
drops significantly by 15 % around the event as economic conditions deteriorate.
Similarly, house prices peak up 2% above the trend 12 quarters before the event,
followed by a sharp and persistent decline even after six quarters of the event up
to 4%. The real interest rate rises early, peaking ten quarters earlier than the tail
event, followed by a sharp drop.
-
Fact 3. Indicators based on credit peak somewhat later but before the financial
crisis. The credit-to-GDP ratio peaks closer to the event, about six quarters be-
fore. Our results suggest that financial indicators have good signaling properties
and can play a relevant role in financial crises.
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B. The effect of financial indicators on the probability of a crisis

Based on our sample, we estimate the probability of starting to be in a financial
crisis.11 Our dependent variable takes the value of one if the financial crisis starts
in country i at quarter t and zero otherwise. Using the logit specification, the
probability of a financial crisis starting in country i in quarter t is given by

(2) pi,t =
exp(μi + μLLi,t)

exp(βj,sλj,i,s)
+ εj,i,t,

where μi are the country fixed effects. μL are the coefficients on the set of finan-
cial imbalances, including a set of macro controls such as lag GDP growth and
inflation. Table 2 shows the estimates. We also tested for different specifications
if the area under the curve (AUC) exceeds 0.5 for the null to be rejected. The
AUCs are all above 0.70, particularly high for the main specification in column
(1).12 The estimates suggest that the steady-state (annual) probability of a crisis
is about 1.7%. Further, all the selected financial imbalances measures positively
affect the probability of a crisis.

C. The effect of financial imbalances on the severity of a financial crisis

In our framework, we are interested in how financial imbalance accumulation
affects the path of real GDP and other macro variables during busts. To this end,
we use local projection methods (Jordà, 2005; Cloyne, Jordà and Taylor, 2023) to
estimate how the excess credit affects the real GDP path during a normal recession
and financial crisis. The local projections can accommodate the nonlinearities in
our model specification estimated in a simple univariate framework, preserving
valuable degrees of freedom.13

For any variable k = 1, · · · ,K, we want to characterise the change of variables
from the start of the crisis to some horizon h = 1, · · · , H.14 Local projections are
based on sequential regressions of the endogenous variable shifted forward:
(3)

Δhy
k
it+h = αk

i+θkNSN
i,t+θkFS

F
i,t+βk

h,FS
F
i,t(xit−x̄i)+

L∑
l=0

Γk
h,lΥit−l+εkh,it for all k > 0 and h > 0,

where αk
i is country fixed effect; ε is the error term; y is a variable of interest, for

example, real GDP; xit denotes the accumulated change of the financial variable

11Similar exercises were performed by estimating the probability below the 10th percentile of the next
three years’ real GDP growth distribution.

12For robustness checks, we also run similar exercises excluding one country each time.
13Although the local projection method allows for more flexibility by imposing weaker assumptions

on the dynamics, its nonparametric nature comes at an efficiency cost.
14Due to the inherent serial correlation in the local projections approach, we use Newey-West standard

errors.
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Table 2—: Estimated parameters in the logit model

Start financial crisis: one-year ahead
VARIABLES (1) (2) (3) (4)

Real credit growth (5y) 0.266***
(0.078)

Return on equity (3y) 0.034*** 0.037** 0.026** 0.037**
(0.013) (0.017) (0.013) (0.016)

House prices/income (5y) 0.128** 0.145** 0.108 0.143**
(0.062) (0.065) (0.082) (0.063)

Real interest rate (3y) 0.745** 0.788** 0.754* 0.789**
(0.370) (0.374) (0.409) (0.376)

Real NFC credit growth (5y) 0.233*** 0.229***
(0.050) (0.061)

Real HH credit growth (5y) 0.087 0.006
(0.063) (0.067)

Constant -5.444*** -5.197*** -4.791*** -5.203***
(0.506) (0.403) (0.478) (0.415)

Observations 2,314 2,127 2,127 2,127
Country fixed effects YES YES YES YES
Pseudo R2 0.165 0.156 0.115 0.156
Area under the curve (AUC) 0.847 0.852 0.797 0.852

Notes: Clustered standard errors are reported in parentheses, and the asterisks denote
significance levels: *** p<0.01, ** p<0.05, * p<0.1. Additional controls, such as inflation
and GDP growth, are included.

at time t for country i with the long-run mean, x̄i. θ
k
N is the constant associated

with the normal recession15 SN
i,t = 1 ( 0 otherwise). θkF is the constant associated

with the financial crisis recession SF
i,t = 1 ( 0 otherwise) described in the previous

section. SN
i,t and SF

i,t measure the average cumulated response in normal recession
and financial crisis, respectively. When xit is deviating from x̄i before a financial
crisis, the marginal effect is given by βk

h,F in addition to θkF . Γk
h,l reflects the

coefficient matrices for a history of l lags for the control variables Υit−l. We
employ several controls: real GDP growth rate, inflation rate, current account to
GDP ratio, short-term interest rates, and real investment growth rate. We also
control credit growth, real house price growth, and real return on equity, which
tend to attenuate any effects we measure through x.

Figure 3 shows the local projection results from equation 3 for real GDP, real

15We defined normal recession as two consecutive quarters of negative GDP growth.



consumption, real investment, and real house price. The paths reflect the condi-
tional cumulative change of selected variables from the start of the recession as
a function of the size of the preceding private credit boom and the type of reces-
sion. The solid blue line depicts the average effect of a “normal” recession with
95% confidence bands shown as grey areas. The solid red line reflects the average
effect of a financial crisis. The dashed red line represents the combined effect of
a financial crisis and one standard deviation of excess credit growth. In a normal
recession, real GDP declines as much as 2% in a year, recovering the original level
by around two years and then continuing to grow. However, financial crises are
more pronounced and take more time to recover. If excess credit exists, the loss
of output is pronounced in a financial crisis. Real investment falls substantially
more than consumption. Real house prices tend to fall considerably in financial
crises, particularly with pre-existing excess credit. The difference between the two
paths is also significant.16 Our results align with the results of Jordà, Schularick
and Taylor (2013) and suggest that “credit bites back.”17

16In the appendix, Table A.1 provides the local projection coefficient estimates together with robust
standard errors and formal test of the equality of the average responses crisis.

17In the appendix, Figures A.2, A.3, and A.4 show the results from macro and financial variables
during a financial turmoil state conditional on the pre-crisis of the other financial imbalances indicators.
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Figure 3. : Conditional cumulative change from the start of the recession
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Notes: The figure plots the marginal impact on real GDP following a change in financial
indicators. All variables are in log terms × 100. The solid blue line depicts the average
effect of a “normal” recession with 95% confidence bands shown as grey areas. The solid
red line reflects the effect of a financial crisis. The dashed line represents the combined
effect of a financial crisis and one standard deviation of excess credit growth. Excess credit
(followed by financial crisis) refers to the marginal effect of excess credit accumulation
above the historical mean on the average path in a financial crisis. Therefore, when excess
credit is one standard deviation above the mean, the path of a financial crisis’s macro or
financial variables can be computed as the sum of the financial recession coefficient and
the excess credit.



III. A Regime-Switching DSGE Model of Financial Imbalances

In this section, we rationalise the empirical findings mentioned above in a
Markov regime-switching version of a canonical New Keynesian DSGE model
with the banking and housing sectors that explicitly considers the nonlinearities
stemming from financial imbalances and prolonged financial cycles.
The model economy closely follows Gerali et al. (2010) at its core but is extended

to include endogenous financial crises based on credit imbalances via a Markov
regime-switching framework and persistent financial cycles via hybrid house price
expectations as in Gelain, Lansing and Mendicino (2013). We first describe the
constant-parameter version of the model in detail. We then elaborate on how we
incorporate regime-switching ingredients into the model.
The economy consists of two types of households: patient (P) and impatient

(I), and entrepreneurs with a unit mass for each. Both types of households con-
sume, work, and demand housing services. Patient households save via deposits,
whereas impatient households borrow from banks to buy houses. Entrepreneurs
use capital and labour to produce intermediate goods. They purchase capital
from capital-good producers. Households and entrepreneurs differ in their de-
gree of impatience. The discount factor of patient households is higher than that
of impatient households and entrepreneurs. This ensures that the latter group
borrows from the former in equilibrium.
Impatient households and entrepreneurs also face collateral constraints when

they borrow from the banking sector. Impatient households can borrow against
the value of their houses, while entrepreneurs can borrow against the value of
their physical capital. Banks collect deposits from patient households and com-
bine them with their equity capital (retained earnings) to extend loans to impa-
tient households and entrepreneurs. The banking sector exhibits characteristics
of monopolistic competition. They maximise their profits by setting deposit rates
together with household and business lending rates.
Each household supplies a differentiated labour input via unions to the inter-

mediate goods-producing firms. Wages are set by households under the assump-
tion of monopolistic competition. In addition to entrepreneurs, capital goods
and housing producers set the market price for capital and houses. Finally, the
monopolistically competitive retail sector purchases intermediate goods from en-
trepreneurs differentiates them, and prices them subject to nominal rigidities.

A. Patient households

Patient households obtain utility from consumption, leisure, housing services,
and deposits. Preferences are additively separable. Lifetime expected utility of a
patient household j at time s is given by

(4) Us (j) = Es

∞∑
t=s

βt−s
P

[
u
(
CP
t (j)

)
+ d(Dt (j)) + w(HP

t (j))− v(LP
t (j))

]
,
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where βP is the discount factor of patient households, CP
t denotes their consump-

tion basket, Dt is deposits, H
P
t denotes their housing stock and LP

t is their supply
of labour. Their instantaneous utility function is given by

(5) u
(
CP
t (j)

)
= zut (1− bc) ln

[
CP
t (j)− bcCP

t−1

1− bc

]
,

(6) d (Dt (j)) = zdt ln [Dt (j)] ,

(7) v
(
LP
t (j)

)
=

νp

1 + φ

[
LP
t (j)

]1+φ
,

(8) w(HP
t (j)) = zht ln

[
HP

t (j)
]
,

where zut is a shock to consumption preferences, zdt is a shock to deposit supply,
and zht is a shock to housing demand.18 They all follow AR(1) processes. bc

governs habit persistence in consumption. The inverse of the Frisch elasticity of
labour supply is given by φ > 0. The Frisch elasticity captures the elasticity of
hours worked to the wage rate. Patient household j’s budget constraint in period
t is as follows:

PtC
P
t (j) + PtDt (j) + PH

t HP
t (j)

= Wt(j)L
P
t (j) [1− γt(j)] +Rd

t−1Pt−1Dt−1 (j)(9)

+ (1− δH)PH
t HP

t−1 (j) +DIV P
t (j)− TAXP

t (j) ,

where Pt is the price level of final goods, P
H
t is the price level of housing services,

Rd
t is the gross interest on the household’s deposits, Wt(j) is the nominal wage

rate in the intermediate goods sector set by household j, γt(j) is the wage adjust-
ment cost (defined below in (17)), LP

t (j) is the amount of hours worked in the
intermediate goods sector, and δH denotes the depreciation rate of the housing
stock. DIV P

t (j) and TAXP
t (j) are dividends19 (in nominal terms) disbursed to

household j and lump-sum taxes paid by household j, respectively. Hence, equa-
tion (9) states that the expenses on consumption and housing services together
with savings via deposits need to be equal to the sum of labour income (net of
adjustment costs), deposits from the previous period with interest income, and
undepreciated housing stock plus any dividends (and other lump-sum income)
less taxes.

18The log in-period utility functions for consumption, deposits, and housing imply an intertemporal
elasticity of substitution equal to 1, which secures a balanced growth path.

19It includes any entrepreneurial surplus (see Section III.G).



B. Impatient households

Impatient households obtain utility from consumption, leisure, and housing
services. Their preferences are also additively separable. Lifetime expected utility
of an impatient household j at time s is given by

(10) Us (j) = Es

∞∑
t=s

βt−s
I

[
u
(
CI
t (j)

)
+ w(HI

t (j))− v(LI
t (j))

]
,

where β is the discount factor of impatient households, CI
t denotes their con-

sumption, HI
t is their housing stock, and LI

t denotes their supply of labour. Their
instantaneous utility functions are defined as follows:

(11) u
(
CI
t (j)

)
= zut (1− bc) ln

[
CI
t (j)− bcCI

t−1

1− bc

]
,

(12) v
(
LI
t (j)

)
=

νp

1 + φ

[
LI
t (j)

]1+φ
,

(13) w(HI
t (j)) = zht ln

[
HI

t (j)
]
,

where zut is a shock to consumption preferences, and zht is a shock to housing
demand. These shocks also follow AR(1) processes. bc governs habit persistence
in consumption. The inverse of the Frisch elasticity of labour supply is given by
φ > 0.

Impatient household j’s budget constraint in period t is given by

PtC
I
t (j) + PH

t HI
t (j) +

(
1 + rFt−1 (j)

)
Pt−1Bh,t−1 (j)

= Wt(j)L
I
t (j) [1− γt(j)] + PtBh,t (j)(14)

+ (1− δH)PH
t HI

t−1 (j) +DIV I
t (j)− TAXI

t (j) ,

where Pt reflects the price level of final goods, PH
t is the price level of housing

services, rFt denotes the nominal net mortgage interest rate faced by households,
Bh,t(j) indicates real household borrowing (or mortgage), Wt(j) is the nominal
wage rate in the intermediate goods sector set by household j, γt(j) is the wage
adjustment cost (defined below in (17)), LI

t (j) represents the amount of hours
worked in the intermediate goods sector, and δH denotes the depreciation rate
of the housing stock. DIV I

t (j) and TAXI
t (j) are dividends (in nominal terms)

disbursed to household j and lump-sum taxes paid by household j, respectively.
Hence, equation (14) states that expenses on consumption, housing services, and
interest and principal payments on the mortgage need to be equal to the sum
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of labour income (net of adjustment costs), new mortgage, and undepreciated
housing stock plus any dividends (and other lump-sum income) less taxes.
Following Iacoviello (2005) and Gerali et al. (2010), we assume that impatient

households are credit constrained. In particular, the borrowing constraint postu-
lates that the interest and principal payments on the mortgage must be less than
or equal to the expected value of the housing wealth of impatient households.

(15)
(
1 + rFt (j)

)
PtBh,t (j) ≤ φH

t Et

[
PH
t+1

Pt+1

Pt+1

Pt
Ht (j)

]
,

where φH
t is the time-varying LTV ratio for mortgages, which follows an AR(1)

process. A shock to φH
t represents a disturbance to loan-to-value (LTV) ratio

for household borrowing. An increase in house prices raises the collateral values
of houses, expanding households’ capacity to borrow more and thus creating a
demand for mortgages, the proceeds of which are spent on consumption goods,
housing, and deposits.

C. Labour market

The labour market is characterised by monopolistic competition. Households
supply labour and set wages subject to demand from the intermediate goods
sector. Real wages are set as a markup over the marginal rate of substitution of
consumption for leisure. Household j faces the following labour demand curve
from the intermediate goods sector:

(16) Lt(j) =

(
Wt(j)

Wt

)−ψt

Lt,

where Wt is the wage rate and ψt is the elasticity of substitution between differ-
entiated labour. It follows an AR(1) process and can be interpreted as an inverse
wage markup shock. In addition, there is sluggish wage adjustment due to ad-
justment costs measured in terms of the total wage bill (cf. Kim (2000)). Wage
adjustment costs are specified as:

(17) γt(j) =
φW

2

[
Wt (j) /Wt−1 (j)

Wt−1/Wt−2
− 1

]2
.

As seen from equation (17), costs are related to changes in individual wage in-
flation relative to the past observed rate for the whole economy. The parameter
φW > 0 determines how costly it is to change the wage inflation rate.

D. Equilibrium conditions of patient households

Maximising utility, equation(4), subject to the budget constraint, equation (9),
gives the first-order conditions with respect to deposits, Dt, the wage rate, Wt,



and housing, HP
t below:

Et

[
ΔP

t+1

]
Rd

t − 1 = − d′(Dt)

u′
(
CP
t

) ,(18)

(19)

v′ (Lt)

u′
(
CP
t

)ψt
Pt

Wt
=

[
(ψt − 1) (1− γt) + φW

(
Wt/Wt−1

Wt−1/Wt−2
− 1

)
Wt/Wt−1

Wt−1/Wt−2

]
−Et

[
ΔP

t+1

Lt+1

Lt
φW

(
Wt+1/Wt

Wt/Wt−1
− 1

)
(Wt+1/Wt)

2

Wt/Wt−1

]
,

w′(HP
t )

u′
(
CP
t

) = PH
t

Pt
− (1− δH)Et

[
ΔP

t+1

PH
t+1

Pt

]
,(20)

where we define the stochastic discount factor as ΔP
t+1 ≡ β

u′(CP
t+1)

u′(CP
t )

Pt
Pt+1

and sup-

press household indicator j.
Equation (18) states that the marginal rate of substitution between deposits

and consumption must be equal to the marginal benefit of holding deposits, which
is the deposit rate. Compared with a canonical dynamic stochastic general equi-
librium (DSGE) model, the household faces an additional opportunity cost of
consuming in the current period in the form of lost utility from deposits. Equa-
tion (19) is the first-order equation with respect to the wage rate, which is set by
households subject to the demand function in (16). In the special case without
any wage adjustment costs, φW = γt = 0 (see equation (17)), (19) will simply

be reduced to Wt
Pt

= ψt

ψt−1
v′(Lt)

u′(CP
t )

. The real wage rate is set as a markup over the

marginal rate of substitution between leisure and consumption. The second term
on the right-hand side of (19) captures the adjustment costs of a change in wages,
whereas the last term reflects that increasing wages today reduces the need to
increase wages in the future. Therefore, households consider the full path of fu-
ture labour demand when setting the current wage level. Equation (20) sets the
marginal rate of substitution between housing and consumption to the effective
price of housing. The first term on the right-hand side is the real house price,
and the second part is the net-of-depreciation continuation value.

E. Equilibrium conditions of impatient households

Maximising utility, (10), subject to the budget constraint, (14), and the bor-
rowing constraint, (15) gives the first-order conditions with respect to mortgage
borrowing, Bh,t, the wage rate, Wt, and housing, HI

t below:

(21) 1− ωt

u′
(
CI
t

)RF
t = Et[Δt+1]R

F
t
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(22)

v′ (Lt)

u′
(
CI
t

)ψt
Pt

Wt
=

[
(ψt − 1) (1− γt) + φW

(
Wt/Wt−1

Wt−1/Wt−2
− 1

)
Wt/Wt−1

Wt−1/Wt−2

]
−Et

[
ΔI

t+1

Lt+1

Lt
φW

(
Wt+1/Wt

Wt/Wt−1
− 1

)
(Wt+1/Wt)

2

Wt/Wt−1

]
,

w′(Ht)

u′
(
CI
t

) = PH
t

Pt
− (1− δH)Et

[
ΔI

t+1

PH
t+1

Pt

]
− ωt

u′ (Ct)

φH
t

1 + φH
t

Et

[
PH
t+1

Pt+1

Pt+1

Pt

]
,

(23)

where we define the stochastic discount factor as ΔI
t+1 ≡ β

u′(CI
t+1)

u′(CI
t )

Pt
Pt+1

, suppress

household indicator j, and denote ωt as the Lagrangian multiplier associated with
(15).

Equation (21) states that households would take up mortgages up to a point
where the effective cost of borrowing is equal to the shadow marginal benefit of a
mortgage. Equation (23) sets the marginal rate of substitution between housing
and consumption to the effective price of housing. The first term on the right-hand
side is the real house price, the second part is the net-of-depreciation continuation
value, and the last term captures that the increase in the household’s collateral
from more housing induces the household to take up more mortgage debt. The
increase in collateral is valued at the shadow value of additional mortgage debt.

F. House price expectations

Agents in the model are forward-looking and have model-consistent expecta-
tions. A noteworthy exception is house price expectations, where we introduce
so-called hybrid expectations as in Gelain, Lansing and Mendicino (2013). We
assume that a share bsa of households expects house prices to follow a moving aver-
age process (i.e., partly backward-looking expectations), whereas a share (1−bsa)
has rational expectations (in log-gap form). This generates prolonged financial
cycles more in line with empirical evidence:

(24) Et

[
P̂H
t+1

]
= bsaX̂H

t + (1− bsa)P̂H
t+1,

where ̂ denotes gap-form and the moving average process is defined as

(25) X̂H
t = λsaP̂H

t−1 + (1− λsa)X̂H
t−1.



G. Entrepreneurs

Each entrepreneur i maximises the utility function below

(26) UE
s (i) = Es

∞∑
t=s

βt−s
E log(CE

t (i)− bECE
t−1(i))

by choosing consumption CE
t , physical capital KE

t , loans from banks BE
t , the

degree of capacity utilisation ut, and the labour inputs LE,P
t and LE,I

t , for patient
and impatient households, respectively, subject to the following budget constraint:
(27)

PtC
E
t (i) +WP

t LE,P
t (i) +W I

t L
E,I
t (i) + (1 + rEt−1)Pt−1B

E
t−1(i)

+QK
t KE

t + Ptψ(ut(i)))K
E
t−1 = PW

t Y E
t (i) + PtB

E
t (i) +QK

t−1(1− δK)KE
t−1(i)

where δK is the depreciation rate of capital, QK
t is the price of capital, ψ(ut(i)))K

E
t−1

is the real costs of changing capacity utilisation, and PW
t is the price of the whole-

sale good Y E
t produced according the production function

(28) Yt(i) = zLt
[
ut(n)K

E
t (n)α

]
LE
t (n)

(1−α),

where zLt is total factor productivity. Aggregate labour LE
t combines inputs from

patient and impatient households according to LE
t = (LE,P

t )μ(LE,I
t )1−μ where μ

is the share of labour income of patient households.

The first term of the left-hand side of (27) is the consumption of entrepreneurs,
followed by wage payments to patient and impatient households. The fourth
term represents the interest and principal payments to banks on outstanding
debt, while the fifth term is capital bought back from the capital producers. The
last term of the left-hand side of (27) is the costs associated with a given level of
the utilisation rate of capital given by

(29) γ (ut) =
RK,ss

Pssφu

[
eφu(ut−1) − 1

]
,

where φu governs the cost of adjusting the utilisation rate, and the subscript ss
denotes steady-state values.

The first term on the right-hand side of (27) is the value of output followed
by the business loans obtained from banks. The final term is the income gener-
ated from the sale of non-depreciated capital to the capital producers (see Sec-
tion III.J). At the beginning of period t, they sell the non-depreciated capital
(1− δ)Kt−1 at price PK

t to the capital producers. The latter combines it with
investment goods to produce Kt to be sold back to entrepreneurs at the same
price. To finance their activity, entrepreneurs borrow Be,t (referred to as corpo-
rate credit) from banks at a gross rate RE

t = 1 + rEt , providing capital goods as
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collateral. They enter into a multi-period loan contract. Finally, entrepreneurs
also decide the capital utilization rate ut.

Similar to impatient households, entrepreneurs can borrow against their real
capital (1− δ)Kt. Their borrowing constraint is given by

(30)
(
1 + rEt (i)

)
PtBe,t (i) ≤ φE

t Et

[
QK

t+1

Pt+1

Pt+1

Pt
(1− δK)KE

t (i)

]

where φE
t is the time-varying LTV ratio for business loans, which follows an AR(1)

process. A shock to φE
t represents a disturbance to LTV ratio for corporate

borrowing. An increase in capital prices raises the collateral values of firms,
expanding their capacity to borrow more, the proceeds of which are spent on
consumption goods, new capital investment, and wage payments.

Maximising utility, (26), subject to the budget constraint, (27), and the bor-
rowing constraint, (30) gives the first-order conditions with respect to corporate
borrowing, Be,t, utilisation rate, ut, and capital, KE

t , below:

(31) 1− ωt

u′
(
CE
t

)RE
t = Et[Δ

E
t+1]R

E
t

(32)
RK,t

Pt
=

RK,ss

Pss
eφu(ut−1),

(33)

QK
t

Pt
= Et

[
ωE
t

u′
(
CE
t

) φE
t

1 + φE
t

QK
t+1

Pt+1

Pt+1

Pt
(1− δ)

]

+Et

[
Δt+1

Pt+1

Pt

(
QK

t+1

Pt+1
(1− δ) +

RK,t+1

Pt+1
ut+1 − ψ (ut+1)

)]
,

Equation (31) states that entrepreneurs would receive business loans from banks
up to a point where the effective cost of borrowing from them is equal to the
shadow marginal benefit of these loans. Equation (32) shows that the marginal
benefit of utilising an additional unit of capital is equal to the cost of using
it. Finally, equation (33) states that entrepreneurs choose capital so that the
marginal utility of capital on the right-hand side of (33) equals the marginal cost
on the left-hand side. The first term on the right side represents the benefit
of increased collateral, whereas the second term is the income from selling and
renting out capital net of utilisation costs.



H. Banking sector

The structure of the banking sector builds on Gerali et al. (2010). There is an
infinite number of banks in the economy, indexed by i ∈ [0, 1]. Each bank consists
of two retail branches and a wholesale branch. One retail branch is responsible for
providing differentiated loans to households and entrepreneurs, while the other
specialises in deposits. Both branches set interest rates in a monopolistically
competitive manner (Hafstead and Smith, 2012), subject to adjustment costs,
which leads to imperfect and sluggish interest rate pass-through from the policy
rate to loan and deposit rates. The wholesale branch manages the capital position
of the bank. It chooses the overall level of operations regarding deposits and
lending, adhering to Gerali et al. (2010) -type capital requirements adjusted with
asset-specific risk weights. Banks incur a cost if they fail to meet their capital-to-
asset ratio target. Bank capital plays an important role in the model by affecting
the credit supply through a feedback loop between the real and the financial sides
of the economy.

The balance sheet of bank i (in real terms) is:

(34) Bt (i) = Dt(i) +KB
t (i) ,

where Bt (i) is total assets (total lending). On the liability side, Dt(i) is household
deposits and KB

t (i) is bank capital (equity). Total lending is the sum of lending
to entrepreneurs and households:

(35) Bt (i) = Be,t (i) +Bh,t (i) .

If banks fail to meet their target level of risk-weighted capital requirements, �t,
they incur a penalty cost. The target level of risk-weighted capital requirements
consists of two elements: “hard” capital requirements, γbt and a countercyclical
capital buffer, CCyBb

t , hence �t = γbt + CCyBb
t .
20 In addition, they face linear

operational costs. Profits in period t for bank i as a whole are then given by:
(36)

Jt (i) = rFt (i)Bh,t (i) + ret (i)Be,t (i)− rdt (i)Dt (i)− κkb
2

[
KB

t (i)

BRW
t (i)

−�t

]2
KB

t (i),

where rFt (i) is the net interest rate on loans to households, ret (i) is the net interest
rate on loans to entrepreneurs and rdt (i) is the net deposit interest rate. κkb
denotes adjustment costs if a bank deviates from its capital target, �t. BRW

t (i)

20The risk-weighted capital requirements, γb
t and CCBb

t , are either shocks that follow AR(1) processes
or policy rules that respond to financial variables such as credit or spreads, depending on the policy
experiment. They are normally only active when the model is used for financial stability analysis.
Otherwise, they are set to their steady-state values.
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denotes risk-weighted assets:

(37) BRW
t (i) = ςeBe,t + ςhBh,t,

where ςe and ςh are the risk weights associated with credit to entrepreneurs and
households, respectively. Bank capital accumulates according to:

(38) KB
t (i) = (1− δb)

Pt−1

Pt
KB

t−1 (i) +
Pt−1

Pt
Jt−1 (i) ,

where δb is the dividend share of the bank capital paid out to shareholders (house-
holds).

The wholesale branch

The wholesale branch lends to the loan branch at the interest rate Rb,e
t (i) =

1 + rb,et (i) for business credit (entrepreneurial loans) and Rb,h
t (i) = 1 + rb,ht (i)

for household loans. It is funded through borrowing from the deposit branch.
The “wholesale deposit rate” is assumed to be equal to the money market rate
Rt = 1 + rt, which follows from a no-arbitrage condition since we assume that
banks have access to unlimited financing at the money market rate.
The wholesale branch takes these funding costs as given and solves the following

profit maximisation problem:

(39)

max
{Bh,t(i),Be,t(i),Dt(i)}

Et

[
Rb,e

t (i)Be,t (i) +Rb,h
t (i)Bh,t (i)

−Rd
tDt(i)

κkb
2

[
KB

t (i)

BRW
t (i)

−�t

]2
KB

t (i)
]
,

subject to (34) - (35) and (37).
The first-order conditions for the wholesale bank become:21

Rb,e
t = Rd

t − κkbς
e

[
KB

t

BRW
t

−�t

](
KB

t

BRW
t

)2

,(40)

Rb,h
t = Rd

t − κkbς
h

[
KB

t

BRW
t

−�t

](
KB

t

BRW
t

)2

.(41)

Hence, wholesale loan rates, Rb,e
t and Rb,h

t are set as markups over the deposit
rate, where the markups are increasing in the cost of deviating from the capital
target.
We also assume that banks have unlimited access to funding from the central

21Since all banks behave in the same way, we have removed the index i from the first-order conditions
in the banking sector section.



bank at the policy rate of Rt to close the model. By arbitrage, the household
deposit rate, Rd

t , will equal the policy rate, Rt.

The loan branch

The loan branch lends to households and entrepreneurs (at net rates rFt (i) and
ret (i), respectively) and borrows from the wholesale branch at the net interest

rates rb,ht (i) and rb,et (i). When changing the loan rates, it faces costs governed
by the parameters κbh and κbe.
The maximisation problem for the loan branch becomes:

max
{rFt (i),rEt (i)}

Es

∞∑
t=s

Δs,t

⎡⎣ rFt (i)Bh,t (i) + ret (i)Be,t (i)− rb,ht (i)Bh,t (i)− rb,et (i)Be,t (i)

−κbh

2

(
rFt (i)

rFt−1(i)
− 1
)2

rFt Bh,t − κbe

2

(
rEt (i)

rEt−1(i)
− 1
)2

rEt Be,t

⎤⎦ ,
subject to

(42) Bt (i) = Be,t (i) +Bh,t (i) ,

(43) Bh,t (i) =

(
rFt (i)

rFt

)−εbht

Bh,t,

(44) Be,t (i) =

(
rEt (i)

rEt

)−εbet

Be,t.

Equations (43) and (44) are the demand functions from households and en-
trepreneurs, respectively, and εbht > 0 and εbet > 0 are the elasticities of sub-
stitution between household loans and business credit from all loan branches.
They follow AR(1) processes and can be interpreted as markup shocks to the
lending rates for household and business loans, respectively.
The first-order condition for the loan rate to households reads as (suppressing

i):
(45)

1−εbht +εbht
rb,ht

rFt
−κbh

(
rFt
rFt−1

− 1

)
rFt
rFt−1

+Et

⎡⎣Δt+1κ
bh

(
rFt+1

rFt
− 1

)(
rFt+1

rFt

)2
Pt+1

Pt

Bh,t+1

Bh,t

⎤⎦ = 0.

In the absence of adjustment costs, κbh = 0, the mortgage loan rate collapses
to a markup over the wholesale lending rate (which is again a markup over the

policy rate (see (40)), rFt =
εbht

εbht −1
rb,ht . The third term in (45) ensures that the

loan branch also considers future prices when setting today’s price.
In a similar fashion, the first-order condition for the loan rate to entrepreneurs,



26

ret (i), becomes:
(46)

1−εbet +εbet
rb,et

rEt
−κbe

(
rEt
rEt−1

− 1

)
rEt
rEt−1

+Et

⎡⎣Δt+1κ
e

(
rEt+1

rEt
− 1

)(
rEt+1

rEt

)2
Pt+1

Pt

Be,t+1

Be,t

⎤⎦ = 0.

The deposit branch

The deposit branch lends to the wholesale branch at net policy rate rt and pays
out interest on household deposits at rate rdt (i). When changing the deposit rate,
it faces costs governed by parameter κD. The maximisation problem becomes

max
{rdt (i)}

Es

∞∑
t=s

Δs,t

⎡⎣rtDt (i)− rdt (i)Dt (i)− κd

2

(
rdt (i)

rdt−1 (i)
− 1

)2

rdtDt

⎤⎦ ,
subject to deposit demand from households:

(47) Dt (i) =

(
rdt (i)

rdt

)εdt

Dt,

where εd > 0 is the elasticity of substitution between deposit services.
The first-order condition with respect to rdt (i) becomes:

(48)

−(1+εd)+εd
rt

rdt
−κd

(
rdt
rdt−1

− 1

)
rdt
rdt−1

+Et

⎡⎣Δt+1κ
d

(
rdt+1

rdt
− 1

)(
rdt+1

rdt

)2
Pt+1

Pt

Dt+1

Dt

⎤⎦ = 0.

In the absence of adjustment costs, the deposit rate collapses to a mark-down on

the policy rate (rdt = εd

1+εD
rt).

Bank profits

Bank profits are the sum of net earnings of the wholesale branch, the loan and
deposit branches. After eliminating intrabank transactions, we obtain
(49)

jbt = rFt bh,t + ret be,t − rdtDt − κbh

2

(
rFt
rFt−1

− 1

)2

rFt Bh,t − κbe

2

(
rEt
rEt−1

− 1

)2

rEt Be,t

−κd

2

(
rdt
rdt−1

− 1

)2

rdtDt − κkb
2

[
KB

t

BRW
t

−�t

]2
KB

t

Equation (49) net of adjustment costs includes the earnings from interest rate
margins and abstracts from other items, such as other operating expenses in the



income statement.

I. Retail sector

The retail sector is assumed to be monopolistically competitive, as in Gerali
et al. (2010). Their prices are sticky and are indexed to a combination of past and
steady-state inflation with relative weights denoted by ιp. They face adjustment
costs when changing nominal prices as in Rotemberg (1982).

The maximisation problem

Retail firms face the following price adjustments costs per value unit:

(50) γP,t(n) ≡ κP

2

[
Pt

Pt−1
− π

ιp
t−1π

1−ιp

]2
,

where Pt is the price of the final good. The costs of changing prices are governed
by the parameter φP .22 One can show that the firms face the following demand
functions from the final goods sector:

(51) yt(n) =

(
Pt (n)

Pt

)−εyt

yt,

where εyt is the elasticity of substitution between goods produced by different
firms in the retail sector and follows an AR(1) process, which can be interpreted
as a price (inverse) markup shock.
Profit maximisation gives rise to the following first-order condition for price-

setting, Pt:

(52)

yt − εyt yt + PW
t εyt

yt
Pt

− κP
[

Pt

Pt−1
− π

ιp
t−1π

1−ιp

]
Pt

Pt−1
yt

+Et

{
Δt+1κ

P

[
Pt+1

Pt
− π

ιp
t π1−ιp

]
Pt+1

Pt
yt+1

}
= 0,

Equation (52) is the New Keynesian Philips curve for prices. In the absence
of adjustment costs, κP = 0, prices would be set as a markup over marginal

costs in every period Pt =
εyt

εyt−1
PW
t (where εyt > 1). The fourth term captures the

adjustment costs of the price change, whereas the last term reflects that increasing
the price in the current period reduces the need to increase prices further in the
future. Hence, the latter term implies that firms consider the full path of future
demand when setting prices.

22Similar to wage adjustment costs, price adjustment costs are related to changes in inflation for firm
n relative to the past observed rate for the whole economy.
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J. Capital producers

Capital goods, Kt, are produced by separate producers. At the beginning of
period t capital goods producers buy undepreciated capital (1− δ)Kt−1 at a
price QK

t from entrepreneurs and combine it with (gross) investment goods IC,t

to produce Kt to be sold back to entrepreneurs at the same price. The capital
producers operate in a perfectly competitive market and, therefore, earn no profit.
IC,t is bought from the final goods sector at a price Pt.
The representative capital producer h maximises the following function

max
{IC,t(h)}

[
QK

t Kt(h)−QK
t (1− δ)Kt−1(h)− PtIC,t(h)

]
,

subject to the capital accumulation equation:

(53) Kt(h) = (1− δ)Kt−1(h) + κt(h)IC,t(h).

The last term, κC,t(h)IC,t(h), can be thought of as “net investment”, i.e. invest-
ment net of adjustment costs:

(54) κC,t(h) =

⎡⎣1− κi
2

(
IC,t(h)ε

qk
t

IC,t−1(h)
− 1

)2
⎤⎦

The parameter κi governs the degree of adjustment costs, and εqkt is a shock to
the efficiency of business investment that follows an AR(1) process.
Maximisation with respect to IC,t gives the following first-order condition, sup-

pressing indicator h:

(55)

QK
t

Pt
=

⎡⎣⎧⎨⎩1− κi
2

(
IC,tε

qk
t

IC,t−1
− 1

)2

− κi

(
IC,tε

qk
t

IC,t−1
− 1

)(
IC,tε

qk
t

IC,t−1

)⎫⎬⎭
+Et
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ΔE

t+1

QK
t+1

QK
t

Pt

Pt+1
κi

(
IC,t+1ε

qk
t+1

IC,t
− 1

)
εqkt+1

(
IC,t+1

IC,t

)2
}−1

.

Based on the movements in the adjustment costs in the two bracketed terms in
(55), the real price of capital fluctuates around its steady-state level of 1.

K. Housing producers

The housing producers’ production function and housing capital accumulation
constraint are similar to those of the capital producers. At the beginning of period
t, the housing producers buy the undepreciated housing stock (1− δH)Ht−1 at
a price PH

t from households and combine it with housing investment goods IH,t

to produce Ht to be sold back to households at the same price. The housing



producers also operate in a perfectly competitive market and earn no profit. IH,t

is bought from the final goods sector at a price Pt. The representative housing
producer f maximizes

max
{IH,t(f)}

[
PH
t Ht(f)− PH

t (1− δH)Ht−1(f)− PtIH,t(f)
]
,

subject to the housing accumulation equation:

(56) Ht(f) = (1− δH)Ht−1(f) + γH,t(f)IH,t(f),

where γH,t(f)IH,t(f) is “net housing investment” and κH,t(f) is defined as

(57) κH,t(f) =

⎡⎣1− κh
2

(
IH,t(f)ε

qh
t

IH,t−1(f)
− 1

)2
⎤⎦

The parameter κh governs the degree of adjustment costs, and εqht is a shock to
the efficiency of residential investment that follows an AR(1) process. The first-
order condition with respect to IH,t becomes, analogously to (55) (suppressing
index f):

(58)
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IH,t
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(
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}−1

.

L. Monetary policy and market clearing

The central bank follows the Taylor rule while setting the policy rate:

(59) (1 + rt) = (1 + r)1−φR(1 + rt−1)
φR

(πt
π

)φπ(1−φR)
(

Yt
Yt−1

)φy(1−φR)

εrt

where φπ is the weight assigned to inflation stabilisation, φy is the weight assigned
to output growth, r is the steady-state policy rate, and εrt is the i.i.d. shock to
monetary policy rate with a standard deviation of σr.

The goods’ market clearing condition is given by

(60) yt = ct + ic,t + ih,t + gt
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M. Regime-switching features of the model

In this section, we present the regime-switching features of the model described
above. In particular, normal and crisis times are governed by a Markov process
in the model. The probability of a crisis starting increases with pre-existing
imbalances in real private credit, real house and equity prices, and real interest
rates. In addition, the severity of such turmoil, if materialised, can be amplified
by the degree of imbalances in real private credit. The crisis path is driven by
a combination of shocks scaled by the size of financial imbalances and structural
changes in the housing and financial sectors. In addition, ELB on interest rates
is governed by a separate Markov process. Whenever the nominal policy rate
implied by the monetary policy rule falls below the ELB rate, it is endogenously
set to the ELB rate. The probability of hitting the ELB is given by another
logistical function that depends on the distance between the monetary policy
rule-implied rate and the ELB rate.

The severity of a crisis

The crisis regime is calibrated to obtain a financial crisis similar to those ob-
served in the actual data. We replicate the dynamic behaviour of several macroe-
conomic and financial aggregates in a typical domestic financial recession.

We achieve this by translating the narrative to shocks hitting the economy in
a crisis. Shocks to household and business credit spreads are used to motivate
the sharply tightening financial conditions during financial crises. In addition,
shocks to household and business LTV ratios proxying additional credit supply
shocks in terms of quantity restrictions reflect tighter lending standards by banks
during these episodes. Credit demand shocks, modeled using shocks to housing
preferences, are motivated by the decline in household credit demand due to the
fall in house prices and, hence, the collateral values of houses. Shocks to house-
hold savings via deposits at banks are used to reflect the fact that households
draw down their accumulated savings to smooth their consumption during these
episodes. Therefore, the fall in consumption is less severe than the decline in
output. Last but not least, we use government spending shocks to match fiscal
stimulus measures implemented during financial turmoil periods. We also in-
corporate two behavioural changes in households and businesses in these times
by using regime-specific dynamic parameters of housing and business investment
adjustment costs. Both non-financial businesses and housing construction firms
reduce their investment substantially more during crisis episodes compared to
normal times.

In our model, we want to capture the stylised fact that a buildup in financial
imbalances precedes crisis episodes and the size of the imbalances correlate with
the severity of the following crisis (see e.g. Borio and Lowe (2004). Therefore,
the shock innovations for the structural shock processes outlined above consist of



typical business cycle innovations and a crisis innovation:23

(61) log(Zi
t) = (1− ρZ

i
)log(Zi

ss) + ρZ
i
log(Zi

t−1) + εiZ,t − βZi
log(crisist)

where Zi
t is a generic business cycle shock, Zi

ss is the steady state (SS) level of

the shock process, ρZ
i
is the persistence parameter, εiZ,t is the shock innovation,

βZi
is a scale factor for each crisis shock innovation, and crisist is a shock, which

is only active once the economy enters a crisis, and follows

(62) log(crisist) = ρcrisislog(crisist−1) + Ωκt

where ρcrisis is the persistence of the crisis shock. Ω is a crisis indicator variable.
In normal times we have Ω = 0, and in crisis times Ω = 1. κt is a variable that
captures the severity of crises. The severity, κt, is a function of credit imbalances,
B5y

h,t:

(63) κt = (1− Ω)(γ + γBB
5y
t ) + ρκΩκt−1

where B5y
t is the five-year average real private credit growth, γ governs a constant

effect of credit imbalances on the respective crisis shock and γB governs the effect
of the initial level of credit imbalances on crisis severity. βZi

, ρcrisis, γ, and γBh

are calibrated to match the asymmetric effect of a crisis on each crisis shock, the
persistence of crisis shocks, the baseline severity and the additional severity of
crises due to higher pre-crisis credit growth, respectively.
We calibrate the parameters for crisis severity, γ and γB, such that the model-

based effect of pre-crisis credit growth on output during crises virtually matches,
on average, the severity of financial crises observed in advanced economies. This is
also in the range of the severity of different types of financial crises that occurred
in the European Union, described in Duca et al. (2017) in more detail and in
Claessens, Kose and Terrones (2014) for the OECD countries. Figure 4 shows the
dynamics of the output gap during financial crises in the model when pre-crisis
five-year cumulative real household credit growth is at its average (solid line) and
when it is one standard-deviation higher than its average (dashed line).
The figure indicates that output falls by 2.5% on average at its lowest point

during a financial crisis when pre-crisis real private credit growth is at its average.
However, when pre-crisis credit growth is one standard-deviation higher than its
average, output declines by about 5% at its lowest point. Considering that the
standard-deviation of five-year average growth in real household credit is 2.43%,
output declines by 2.5/2.43 = 1.02 percentage point more on average during
financial crises if five-year average real credit growth is 1 percentage point higher
before the crisis. Moreover, the impact of a financial crisis on output is very
persistent, with output still below its pre-crisis level two years after the end

23A similar setup is used in Gerdrup et al. (2017); Kravik, Kockerols and Mimir (2023).
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Figure 4. : Dynamics of output gap during financial crises

of the crisis (given that the average duration of a crisis is two years). This is
consistent with the notion that recoveries from financial crises are very slow due
to the scarring effects of such crises on the real economy.

The probability of a crisis start

The probability of being in a crisis episode is given by a Markov process, which
is determined by the probability of a crisis starting and the duration of the crisis.
We assume a crisis duration of eight quarters, which reflects the average unfiltered
peak-to-trough duration of the financial cycle in Europe as defined in Schüler,
Hiebert and Peltonen (2015).
The probability of switching from normal times to the crisis regime, pC , is given

by the linking function and the probability of returning from the crisis regime to
the normal regime is pN .
We describe the estimated logistical regression for the probability of a crisis

starting in section II.B. The quarterly probability of a crisis start is a logistic
function that links the growth in real private credit, real house prices to disposable



Table 3—: Markov transition probabilities

From / To Normal times Crisis times

Normal times 1− pC,t pC,t

Crisis times pN 1− pN

income, real equity prices, and the change in real interest rate to the probability
of a crisis start.24 We basically use the first column of Table 2 to incorporate the
estimated probability of crisis function into our regime-switching DSGE model.25

In particular, our (quarterly) probability of a crisis start, pC,t, is given by:

(64)

pC,t = 1− 1

1 + exp(−5.444 + 0.266B5y
t + 0.034QK,3y

t + 0.128
PH
t
Yt

5yt
+ 0.745Δr3yt )

where B5y
t is five-year average growth in real private credit, QK,3y

t is three-year

average growth in real equity prices,
PH
t
Yt

5yt
is five-year average growth in house

price to disposable income, and Δr3yt is the three-year average change in real
interest rate.
Figure ?? plots the annualised crisis probability as a function of its inputs. The

probability of a crisis start increases from 1.72% to 1.85% when five-year average
real private credit growth is 30% higher.26 Similarly, the probability of a crisis
starting increases from 1.72% to 1.85% when the three-year average real interest
rate is 10% higher. This probability increases from 1.72% to 1.8% (1.74%) if
the real five-year average growth in house price to disposable income (real three-
year equity price growth) is 30% higher. Overall, real private credit growth and
changes in real interest rates are the key factors driving the probability of a crisis,
followed by real house and equity prices.

IV. Calibration and Estimation of the Model

We calibrate the parameters that pin down the steady state of the model to
match several macroeconomic and financial ratios in the euro area data. We

24See Ajello et al. (2019) and Gerdrup et al. (2017) for other examples where they use household credit
growth as a proxy for crisis severity and probability.

25We use the link function described above with one important modification. When we simulate the
model, we truncate the probability of a crisis starting so that the economy does not enter a crisis if any
of the inputs of the logistic function is below zero. Hence, in order to match the estimated long-run
annual probability of crisis starting at 1.7% on average in our model while truncating the probability of
crisis, we recalibrated the constant term in the estimated logit function used in the model and set it at
-4.725 instead of using the estimated constant of -5.444.

26Svensson (2017) estimated an annualized probability of a crisis start of 3.2% based on a linking
function using a database of 14 developed countries for 1870-2008 (?).
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Figure 5. : Crisis probability function
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then estimate the remaining dynamic parameters of the model using Bayesian
techniques, as in An and Schorfheide (2007). The computations are performed
using the RISE toolbox27. In the following sections, we describe the data used
for estimation, give an account of how the steady state of the model is calibrated,
and report our prior and posterior distributions in the Bayesian estimation of the
model.

A. Data

We use 15 observables for the estimation of the model. The macroeconomic and
financial times series used cover euro area wide variables. Real variables include
GDP, consumption, business investment, residential investment, and government
expenditures. Financial variables include real household and business credit, real
deposits, real house and equity prices, household and business lending rates, and
deposit rates. Nominal variables are price inflation, wage inflation, and the policy

27“Rationality In Switching Environments” (RISE), an object-oriented Matlab toolbox for solving
and estimating nonlinear regime-switching DSGE models. The toolbox was developed by Junior Maih
and is freely available for download at https://github.com/jmaih/RISE_toolbox.



rate. The data source is Eurostat. The data for the real variables are in constant
prices from the national accounts, whereas credit, house, and equity prices are
deflated by consumer prices. The sample period is 1999Q1-2019Q4. Data with
a trend are made stationary using the HP filter (smoothing parameter equal to
1,600), while all interest and inflation rates are demeaned. Figure 6 plots the
transformed data.

B. Calibration of the steady-state

We calibrate the steady state of the model by matching several real and fi-
nancial “great ratios” in the euro area for the sample period from 1999 to 2019.
Specifically, we aim to match 5 macroeconomic aggregates and 7 financial targets.
Table 4 lists the empirical ratios and the model’s steady-state counterparts.

Table 4—: Data targets and steady-state calibration values

Target Data Steady state

Macroeconomic aggregates
Consumption to GDP 0.58 0.58
Corporate investment to GDP 0.15 0.15
Housing investment to GDP 0.06 0.06
Government spending to GDP 0.21 0.21
Housing capital to GDP 1.27 1.27
Financial sector
Household lending to total assets 0.34 0.34
Business lending to total assets 0.66 0.66
Bank capital to total assets 0.10 0.10
Total assets to GDP 1.18 1.18
Average annual business credit spread (%) 2.67 2.67
Average annual household credit spread (%) 2.75 2.75
Average annual funding spread (%) 0.64 0.64
Average annual deposit rate (%) 2 2

We set the household discount factor, βP to 0.8789 to match the average annual
deposit rate of 2%. The calibrated discount factor parameter is lower than the
existing literature as the model explicitly features households’ preferences for
deposits in the utility function. The elasticity of substitution for labour services
of patient and impatient households, νp and νp are calibrated to 5.76 and 11.15
to have hours worked one-third of the time.

We set the quarterly physical capital and housing capital depreciation rates, δH
and δK , to match business and residential investment to GDP ratios of 15% and
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6% in the data. We use the utility parameter for housing, j, to obtain a housing
capital-to-GDP ratio of about 127%.
We assume the final good as the model’s numéraire good and accordingly set

the price of this good to 1. The price of the intermediate good is also set to
1 in the steady state. Although markups have shown an increasing trend over
the world, as many studies show, we set the elasticity of substitution between
goods, εy, to 6 to obtain a markup of 1.2 (20 %), and calibrate the capital share
parameter in the production function, α, to 0.25, following similar calibrations in
the literature.
We set the inflation target to 2%, although the average inflation rate might differ

from the ECB’s inflation target over the sample period. The nominal policy rate
is calibrated to be 2.5%. Parameters that pin down interest rate markups in the
banking sector are set to match credit spreads (difference between lending rates
and policy rates) from the data. In particular, we set the elasticity of substitution
parameters, εbh and εbe, to 1.79 and 1.76, to match annual household and business
loan spreads of 2.75% and 2.67%, on average. We also calibrate the elasticity of
substitution between deposit services, εd, to 0.77 to obtain an annual average
funding spread (difference between policy and deposit rates) of 64bps.
We use steady-state housing and entrepreneurial collateral constraint param-

eters, φH
ss and φE

ss to match housing lending to GDP ratio of 40% and business
lending to total asset ratio of 66%. Following capital regulations in the euro area,
we set capital requirements for banks to 10%, of which 2% is the countercyclical
capital buffer.

C. Estimation of dynamic parameters

We estimate 47 parameters, of which 16 are dynamic non-shock parameters, 16
are standard errors of structural shocks, and finally, 15 are their AR(1) persistence
parameters. We use two types of priors in estimating the model, namely system
priors, to discipline some model moments and marginal priors, which we explain
below.

D. Choice of priors

We take a mixed approach to setting the marginal priors. We use the existing
literature, empirical analysis, and comparable models for some parameters to
find appropriate prior values. In addition, for some parameters, we set the prior
means to match the targeted model moments below with the help of system priors.
Finally, as the model is used for scenario and policy analysis, some priors are set
based on assessments and judgments of model users and sector experts about
model properties, including impulse responses to specific shocks and correlation
patterns. Table 6 shows the marginal priors and posterior modes.
We choose a beta distribution for the consumption habit persistence parameter

with a prior mean of 0.85 and a standard deviation of 0.05 due to the low con-
sumption volatility observed in the data. We calibrate the parameters regarding



house-price expectations and housing investment adjustment costs to match the
volatilities of housing investment and household credit and to get empirically rel-
evant effects of a monetary policy shock on house prices and housing investment.
Similarly, we calibrate the prior mean on investment adjustment cost parameters
to match investment volatility. As in Adolfson et al. (2013), we set the prior mean
of the curvature parameter in the capital utilisation cost, φu, to 0.2 to allow for a
varying degree of utilisation of the capital stock. Prior means for price and wage
adjustment costs are calibrated to be broadly in line with the moments on price
and wage inflation rates, but prior standard deviations are set to give room for
flexibility in the estimation.

In the banking sector, we estimate the adjustment costs related to changing the
deposit, mortgage, and corporate lending rates. We calibrate the prior means to
match observed interest pass-through in the euro area data, i.e., close to 1-to-1
for deposit rates and 1-to-0.8 for corporate and household lending rates.

Table 5—: Standard deviations of data vs. model variables (%)

Variable Data Model

Real variables
Output 2.07 2.07
Consumption 1.98 1.98
Business investment 4.01 4.01
Housing investment 3.38 3.38
Government spending 0.74 0.74

Financial variables
Household credit 1.28 1.28
Business credit 1.98 1.98
Deposits 1.20 1.20
Real house prices 1.25 1.25
Household lending rate 0.95 0.95
Corporate lending rate 1.40 1.40
Deposit rate 1.36 1.36

Nominal variables

Price nflation 0.98 0.98
Wage inflation 0.77 0.77
Policy rate 1.53 1.53

The standard deviations of model-implied gaps of the observ-
able variables are computed at the posterior mode.
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The RISE toolbox allows for augmenting marginal priors (below) with system
priors.28 In contrast to marginal priors that deal with parameters independently,
system priors are priors about the model’s features and behaviour as a system
and are modeled with a density function conditional on the model parameters.
Theoretically, the system priors can substitute or be combined with marginal
priors. In our estimation setup, we choose to augment our marginal priors with
specific beliefs about the variances of the observed variables. Specifically, we
specify our system priors as inverse gamma distributions over the variances of the
observed variables, N(μ, σ), where we set μ equal to the second-order moment
from the data that is used in the estimation, and σ is set to 10% of the mean.
We did not set prior beliefs about co-variances. The standard deviations of the
observables are listed in Table 5.
The model features 16 structural shocks, equal to the number of observable

variables. All shocks are assumed to follow first-order autoregressive processes,
except for the monetary policy shock, which is a pure innovation. Hence, there
are 16 persistence parameters.
Following Gerali et al. (2010), all shocks are assumed to have an inverse gamma

distribution with a prior mean of 0.01 and a prior standard deviation of 0.05. The
persistence parameters are given a beta distribution with a prior mean of 0.8 and
a standard deviation of 0.1.

E. Posterior results

Table 6 shows the estimation results, including the prior distribution and the
posterior modes of the estimated model parameters.
Habit persistence in consumption turns out to be 0.89 after the estimation,

showing a considerable degree of inertia in consumption. The posterior mode of
the share of households with hybrid house price expectations is 0.07, smaller than
the prior. This could be due to the fact that we did not have any particular house
price expectations data at the household level during the estimation, which could
be more informative for this parameter.
The Rotemberg-type price adjustment cost parameter is estimated to be around

52, which is not far away from the prior mean, while the wage adjustment cost
parameter turns out to be 97.1, showing substantial persistence in wages. Inflation
indexation to past inflation is estimated at 0.66, which is highly backward-looking,
while wage inflation indexation is 0.18, much lower than its prior mean, which
could also be due to the higher estimated wage adjustment cost parameter.
The posterior mode estimates of interest rate adjustment costs in the banking

sector suggest that the pass-through from the policy rate to household lending
rates is slower than that to corporate lending rates. Banks appear to adjust
corporate lending rates more quickly than household lending rates. On the deposit

28This is somewhat similar to the framework laid out in Andrle and Benes (2013) and Del Negro and
Schorfheide (2008). See the RISE website (https://github.com/jmaih/RISE_toolbox) for the particular
codes.



side, the estimate suggests a higher pass-through from the policy rate to the
deposit rate than the initial prior mean.
On the monetary policy rule side, the interest rate smoothing parameter is

estimated at 0.65, which is lower than the prior mean, implying a low degree of
policy inertia in the interest rate rule. On the other hand, the inflation response
coefficient is higher than its prior mean, reflecting the ECB’s strong price stability
mandate. Although lower than the prior mean, the response coefficient to output
is also significant, reflecting the central bank’s concern for output stability, but
less so compared to the price stability mandate.

Table 6—: Marginal prior and posterior distributions

Prior Posterior

Distr. Mean S.d. Mode

Dynamic parameters
bc Habit persistence in consumption β 0.8 0.05 0.89
bsa Share of households with hybrid house price expectations β 0.3 0.05 0.07
λsa Degree of backward-lookingness in house price expectations β 0.35 0.05 0.35
κP Price adjustment costs Γ 50 20 51.9
φW Wage adjustment costs Γ 50 20 97.1
ιp Inflation indexation Γ 0.5 0.15 0.66
ιW Wage inflation indexation Γ 0.5 0.15 0.18
κi Business investment adjustment costs Γ 2.5 1 10.8
κh Housing investment adjustment costs Γ 2.5 1 6.63
κd Deposit rate adjustment costs Γ 10 2.5 4.92
κbe Business lending rate adjustment costs Γ 3 2.5 5.37
κbh Household lending rate adjustment costs Γ 6 2.5 15.23
κkb Cost of deviating from regulatory capital requirements Γ 10 5 4.48
ρr Interest rate smoothing β 0.75 0.1 0.65
φπ Response coefficient to inflation Γ 2 0.1 2.23
φy Response coefficient to output Γ 0.5 0.05 0.24
Shock persistence
ρu Consumption preference shock β 0.8 0.1 0.38
ρg Government spending shock β 0.8 0.1 0.82
ρj Housing preference shock β 0.8 0.1 0.86
ρd Shock to household savings β 0.8 0.1 0.89
ρqh Housing investment efficiency shock β 0.8 0.1 0.31
ρqk Business investment efficiency shock β 0.8 0.1 0.10
ρzL Temporary TFP shock β 0.8 0.1 0.47
ρmi Shock to household LTV ratio β 0.8 0.1 0.96
ρme Shock to business LTV ratio β 0.8 0.1 0.68
ρp Price markup shock β 0.8 0.1 0.97
ρw Wage markup shock β 0.8 0.1 0.52
ρbe Shock to business lending rate β 0.8 0.1 0.56
ρbh Shock to household lending rate β 0.8 0.1 0.24
ρd Shock to household deposit rate β 0.8 0.1 0.76
ρkb Shock to bank capital β 0.8 0.1 0.12
Shock standard deviations
σu Consumption preference shock Γ 0.01 0.05 0.05
σg Government spending shock Γ 0.01 0.05 0.006
σj Housing preference shock Γ 0.01 0.05 0.008
σd Shock to household savings Γ 0.01 0.05 0.02
σqh Housing investment efficiency shock Γ 0.01 0.05 0.01
σqk Business investment efficiency shock Γ 0.01 0.05 0.03
σzL Temporary TFP shock Γ 0.01 0.05 0.01
σmi Shock to household LTV ratio Γ 0.01 0.05 0.004
σme Shock to business LTV ratio Γ 0.01 0.05 0.044
σp Price markup shock Γ 0.01 0.05 0.005
σw Wage markup shock Γ 0.01 0.05 0.204
σbe Shock to business lending rate Γ 0.01 0.05 0.19
σbh Shock to household lending rate Γ 0.01 0.05 0.58
σd Shock to household deposit rate Γ 0.01 0.05 0.02
σkb Shock to bank capital Γ 0.01 0.05 0.08
σr Monetary policy shock Γ 0.01 0.05 0.001
σY Output measurement error Γ 0.01 0.05 0.006
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V. Quantitative Properties of the RS-DSGE Model

In this section, we describe the quantitative features of the RS version of our
DSGE model, including the nature of the financial cycles and financial crises
within the model simulations. These properties of the model make it suitable for
conducting structural macro-financial risk analysis and assessing monetary and
macroprudential policies.

A. Prolonged financial cycles

It is widely documented in the literature that financial cycles are more long-
lasting than business cycles (Claessens, Kose and Terrones, 2012; Claessens et al.,
2013; Drehmann, Borio and Tsatsaronis, 2012). Household debt and house prices
are more persistent than standard macro variables like output, and expectations
play a crucial role in driving prolonged financial cycles (Gelain, Lansing and
Natvik, 2018).
Figures 7 and 8 display the simulations of real house prices and household credit

in the model with and without hybrid house price expectations. In the latter, we
set the share of agents with partially backward-looking house price expectations,
backsa, to zero, implying that all the economic agents have model-consistent,
rational expectations about house prices. In the model with hybrid house price
expectations, the share of agents with partially backward-looking house price
expectations is set at 0.35.
The figures show that given the same set of structural shocks hitting the econ-

omy over the business cycle, the baseline model with hybrid house price expecta-
tions generates endogenously more long-lasting and more volatile cycles in main
financial variables such as house prices and household debt compared to the model
with rational, forward-looking house price expectations. The baseline model with
hybrid expectations does not need to rely on persistent structural shocks to gen-
erate prolonged boom episodes as in the actual data.

B. Dynamics of financial crises

Figure 9 shows the distribution of the behaviour of the main macroeconomic
and financial variables when the economy enters into a crisis. We simulate the
model for 1,000,000 periods and collect the dynamics of the variables of interest
in the crisis regime. We obtain 4326 crisis episodes with an average duration
of 7.9 quarters each and produced the fan chart below. The black dashed lines
display the median behaviour while the other shaded areas show the 30th, 50th,
70th, and 90th percentiles. We obtain this distribution of different variables
during crisis episodes since different pre-crisis real credit growth rates, hence the
financial imbalances, lead to different severity for each crisis period.
The economy is hit by asymmetrically large crisis shocks based on the domestic

financial crisis narrative derived from estimated local projections of key macro-
financial variables. We use shocks to household and corporate credit spreads,



housing preferences, household savings via deposits, and shocks to household and
business LTV ratios, in addition to estimated standard business cycle shocks when
a financial crisis unfolds.

The sharp widening of household and corporate credit spreads by around 120bps
and 70bps, respectively, combined with tighter lending standards, leads to a sharp
fall in household and corporate credit of around 30% and 7%, respectively. The
fall in household credit is exacerbated by a fall in household demand for housing
loans as households’ disposable income falls and they substitute housing services
for consumption. The fall in housing demand leads to a fall in house prices of 8%.
The reduction in credit supply translates into a fall in residential and business
investment of around 16%. Moreover, the fall in consumption is cushioned by
the drawdown of household savings, limiting its decline compared to the fall in
output. Therefore, the median fall in output is around 2.5%. In the least severe
crisis, output falls by about 0.4% at the peak, while it declines by around 6%
in the most severe crisis. Depending on the severity, consumption, business and
housing investments could fall by 3.5%, 35%, and 37%, respectively.

C. Model moments under different regimes

Table 7 displays the second moments of some selected model variables and
annualised frequencies of crisis for the models with and without crisis.

Table 7—: Model moments with and without crisis

Volatilities (%) Crisis No-crisis Percent change

Output 1.95 1.78 9.5

Consumption 1.84 1.75 5.1

Residential investment 9.90 6.87 44.1

Business investment 9.10 7.61 19.5

Household credit 11.5 9.70 18.5

Business credit 5.01 4.03 24.3

Real house prices 3.14 2.36 33.0

Prob. of crisis start (Ann. %) 1.73 0.00 –

Notes: Model standard deviations and the frequency of financial crises
are computed from 1,000,000 simulations.

The results indicate that incorporating financial crises into the model increases
the volatilities of macroeconomic and financial variables, as expected. The crisis
regime has the largest effect on residential investment and house prices, followed
by business credit and business investment.
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VI. Policy Applications

In this section, we present some counterfactual exercises and policy applications
around the Global Financial Crisis to show how the model framework can be used
to conduct structural macro-financial risk analysis.
We start with the period from end-2003 to end-2011, including the boom and

bust episodes around the GFC. We first use the regime-switching DSGE model to
filter out the structural shocks that replicate the dynamics of key macroeconomic
and financial aggregates, including the GFC happening in 2008:Q3 (Figure 10).
All variables are expressed in percentage deviation from their steady-state values,
hence in gap forms, except inflation and interest rates, plotted in levels. We
normalise the variables in gap forms, assuming they were at zero in 2003:Q4.
We then feed those structural shocks into the model to perform our counterfac-

tual analyses of the economic environment and policy settings before and after
the GFC.

A. Housing booms and house price expectations

Partially backward-looking house price expectations play a relevant role in gen-
erating boom-bust episodes in many key macroeconomic and financial variables
in our model. With these hybrid expectations, economic agents project that past
values of house prices are good predictors of future prices, leading to waves of
overoptimism or overpessimism and thus generating long-lasting financial cycles,
as in the actual data. We conduct such an experiment of overoptimism in house
prices in Figure 11.
Figure 11 shows how selected variables would have performed around the GFC

if house price expectations were more backward-looking, i.e. deviating more from
rational expectations. The implication is that economic agents, having observed
house prices rising in the past, expect house prices to rise in the future. In this
case, the same set of structural shocks hitting the economy leads to a more pro-
nounced boom, especially in residential investment. Household credit and house
prices would have risen more than in the baseline, leading to higher consumption
and output. In addition, the economic downturn induced by the financial crisis is
more severe and prolonged than in the baseline, as late recovery in house prices
also delays the rebound in output and consumption.

B. Banks’ lending standards: Data vs. Model

During the GFC, there is vast evidence that banks tightened their lending stan-
dards considerably compared to the pre-GFC episode. Given this fact, we con-
duct an experiment where we compare the change in household lending standards
for house purchases to the change in the model-implied household loan-to-value
(LTV) ratio. For the former, we use the ECB’s Bank Lending Survey, which
reports the percentage of senior loan officers that expect a tightening in credit
standards for house purchase loans in the next three months.



Figure 12 displays the evolution of household lending standards and the inverse
of the model-implied LTV ratio for households. The figure shows that credit
standards are pretty loose before the GFC in the data, and the model broadly
captures this with higher household LTV ratios. When the crisis hit in 2008:Q3,
banks sharply tightened their lending standards, which the model is able to ex-
plain with a sharp decline in the LTV ratio for households. After the peak, with
the help of macroprudential policies put in place, banks started to loosen credit
standards faster than the model-implied version, as we did not explicitly incorpo-
rate looser macroprudential regulations after the GFC in this exercise. Overall,
we can conclude that the model is able to explain successfully the change in credit
conditions as observed in the data.

C. Leaning-against-the-wind type monetary policy

It has long been argued that central banks should consider financial imbalances
in their monetary policy decisions and raise interest rates above the levels implied
by their mandates despite the likely economic costs. Leaning-against-the-wind
(LAW)-type monetary policy has been one of the most contentious issues dis-
cussed by academics and central bankers for more than two decades. Proponents
of LAW-type monetary policy emphasise the increased financial vulnerabilities
following the loose monetary policy stance in most major economies in response
to the Global Financial Crisis (GFC) and the COVID-19 pandemic, thereby sow-
ing the seeds of the next financial crisis. On the other hand, the prevailing view
against LAW is that the costs of implementing it far outweigh the benefits. The
lost output and missed inflation target in normal times due to LAW outweigh
the potential benefits of a less likely and less severe financial crash. Given these
opposing views, we conduct a policy experiment in our framework in which the
central bank keeps the policy rate 100bps higher than the pre-crisis monetary
policy rule implied.
Figure 13 shows that LAW-type monetary policy would have mitigated the

rise in house prices and household credit before the GFC as expected, albeit
to a limited extent. On the other hand, it leads to a much lower output and
consumption in addition to a lower inflation rate, missing the target before the
GFC. When we look at the recovery episode, we see the benefits of LAW in
terms of faster recovery in output, residential and business investment as well as
house prices and household credit. Overall, answering the question of whether the
benefits exceed the cost of implementing LAW requires a careful welfare analysis,
which is currently beyond the scope of the paper but an interesting avenue to
explore.

D. Macroprudential policies around Global Financial Crisis

Macroprudential policy has been at the forefront of the policy debate in the
aftermath of the GFC. It has been widely argued that financial conditions were



44

too loose at the onset of the financial crisis, leading to a pronounced rise in house
prices and household debt. Bank capital regulation is one of the key macropru-
dential policy tools that began to be revised immediately after the GFC, and
is one of the main pillars of the Basel III Accord. Taking stock of these devel-
opments, we conduct a macroprudential policy exercise to assess whether bank
capital requirements were not sufficiently restrictive to address the loose credit
conditions prior to the GFC. In particular, we study how the key macro and finan-
cial variables would have evolved if capital requirements had been 2 percentage
points higher.

Figure 14 shows that the increase in household credit before the GFC would
have been much more subdued than in the baseline, and household lending rates
would have been higher as banks need to retain more capital to meet the require-
ments, increasing the cost of funding. Therefore, the increase in house prices
and residential investment would have been limited. As the collateral value of
housing would have been lower due to less pronounced house prices, consumption
and output would have been lower prior to the crisis. Overall, tighter capital
requirements would have led to more prudent lending to households, mitigating
the housing boom as expected.

A more subdued housing market would have limited financial imbalances, re-
sulting in a much less severe financial crisis. The decline in house prices, resi-
dential investment, consumption, and output would have been muted relative to
the baseline. Moreover, the recovery from the crisis would have been much faster.
Comparing the decline in output and consumption before the crisis with the faster
recovery episode relative to the baseline, we can conclude that sufficiently restric-
tive capital requirements would have been beneficial for the whole economy. A
counterfactual exercise using LTV restrictions to limit credit imbalances before
the GFC leads to similar conclusions.

We also emphasise policy complementarities between monetary and macropru-
dential policies in this exercise. If capital requirements had been higher before the
crisis, monetary policy would not have needed to be as restrictive as in the baseline
as both the rise in inflation and output would have been less pronounced. There-
fore, monetary policy could have focused on maintaining price stability while
macroprudential policy could have helped to contain financial stability risks.

Another interesting exercise is to compare implementing higher capital require-
ments vs. conducting LAW-type monetary before the GFC as in Figure 15. The
results show that although the costs of implementing these two policies are com-
parable in terms of output loss before the crisis, the crisis is less severe and
the recovery is much faster in the case of using higher capital requirements. The
model offers interesting trade-offs about the complementarities between these two
policy instruments.



E. Fiscal policy during the GFC

One of the policy discussions after the GFC was that there was not enough
fiscal stimulus to reduce the severity of the crisis and speed up the recovery. For
example, during the pandemic, advanced economies undertook large fiscal expan-
sions that prevented a complete collapse of the global economy. In this section,
we analyse such a fiscal stimulus package that increases government spending by
5 percentage points as a share of output. The size of this package is similar to the
Next Generation EU (NGEU) program announced by the European Commission
during the pandemic.
Figure 16 displays the evolution of key macro variables both in the baseline and

in the counterfactual with fiscal stimulus. As expected, the economic downturn
would have been much less severe with a limited impact of inflation, and the
recovery phase would have been faster compared to the baseline. Finally, we
note that we did not take into account the impact of the fiscal stimulus package
on future public finances, which might have negative repercussions, especially in
high-debt economies. We leave it for future research.

VII. Concluding remarks

In conclusion, this paper illuminates the crucial linkages between financial im-
balances, financial crises, and their effects on economic downturns in advanced
economies. We developed a Markov regime-switching version of a canonical New
Keynesian DSGE model by drawing inspiration from the past patterns observed
in financial crises. This model takes into account the intricate dynamics of fi-
nancial imbalances, extended financial cycles, and the amplification of economic
fluctuations induced by financial crises.
Our empirical findings align with the stylised facts associated with financial

crises, emphasising the role of real private credit growth, overvaluation of asset
prices, and interest rate dynamics as precursors to these events. Our model cap-
tures the rare, nonlinear, and asymmetric nature of financial crises nested within
typical business cycles by introducing endogenous Markov-regime switching and
incorporating a logit specification derived from empirical analysis.
Our framework’s key addition is the inclusion of a representation of financial

imbalances throughout normal and crisis times. Using conditionally heteroskedas-
tic shocks and regime-switching structural dynamic parameterisation, our model
provides a sophisticated understanding of the enduring financial cycles observed
in advanced economies.
The quantitative analysis shows that our model can replicate the essential

stylised facts of financial crises while maintaining consistency with typical busi-
ness cycle moments in the data. This enables us to conduct meaningful structural
macro-financial analysis, allowing us to investigate various policy scenarios. No-
tably, our policy applications showcase the implications and trade-offs associated
with various monetary and macroprudential policy trajectories, such as analysing
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long-run or countercyclical capital requirements and loan-to-value (LTV) ratio
regulations.
Our proposed framework offers a valuable contribution to the field by provid-

ing an empirically plausible environment for conducting comprehensive structural
macro-financial risk analysis. By bridging the gap between historical data and the-
oretical modeling, our approach facilitates a greater understanding of the intricate
interplay between financial imbalances, crises, and policy responses in advanced
economies. As policymakers navigate the challenges of maintaining financial sta-
bility, our model is useful for informed decision-making and risk assessment.
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Gilchrist, Simon, and Egon Zakraǰsek. 2012. “Credit spreads and business
cycle fluctuations.” American Economic Review, 102(4): 1692–1720.

Gilchrist, Simon, Vladimir Yankov, and Egon Zakraǰsek. 2009. “Credit
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Schüler, Yves S, Paul Hiebert, and Tuomas A Peltonen. 2015. “Character-
ising the financial cycle: a multivariate and time-varying approach.” European
Central Bank Working Paper No 1846.

Svensson, Lars E.O. 2017. “Cost-benefit analysis of leaning against the wind.”
Journal of Monetary Economics, 90: 193 – 213.

Yeyati, Eduardo Levy, and Ugo Panizza. 2011. “The elusive costs of
sovereign defaults.” Journal of Development Economics, 94(1): 95–105.



Figure 6. : Transformed data for the estimation
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Figure 7. : House prices: Simulations in the models with and without hybrid
house price expectations



Figure 8. : Household debt: Simulations in the models with and without hybrid
house price expectations
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Figure 9. : Dynamics of key macro-financial variables during financial crises (in
% level deviations)
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Figure 10. : Dynamics of key macroeconomic and financial variables around the
GFC
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Figure 11. : The role of house price expectations in housing booms around the
GFC
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Figure 12. : Household lending standards around the GFC: Data vs. Model
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Figure 13. : Leaning-against-the-wind type monetary policy before the GFC

20
03

Q4

20
05

Q1

20
06

Q2

20
07

Q3

20
08

Q4

20
10

Q1

20
11

Q2
-4

-2

0

2

4

6
Output (%)

20
03

Q4

20
05

Q1

20
06

Q2

20
07

Q3

20
08

Q4

20
10

Q1

20
11

Q2
-2

-1

0

1

2

3
Consumption (%)

20
03

Q4

20
05

Q1

20
06

Q2

20
07

Q3

20
08

Q4

20
10

Q1

20
11

Q2
-5

0

5

10

15

20
Business investment (%)

20
03

Q4

20
05

Q1

20
06

Q2

20
07

Q3

20
08

Q4

20
10

Q1

20
11

Q2
-5

0

5

10

15

20
Housing investment (%)

20
03

Q4

20
05

Q1

20
06

Q2

20
07

Q3

20
08

Q4

20
10

Q1

20
11

Q2

1

1.5

2

2.5

3

3.5

4
Annual inflation rate level

20
03

Q4

20
05

Q1

20
06

Q2

20
07

Q3

20
08

Q4

20
10

Q1

20
11

Q2
0

20

40

60

80

100
Household credit (%)

20
03

Q4

20
05

Q1

20
06

Q2

20
07

Q3

20
08

Q4

20
10

Q1

20
11

Q2
0

5

10

15

20

25

30
House price (%)

20
03

Q4

20
05

Q1

20
06

Q2

20
07

Q3

20
08

Q4

20
10

Q1

20
11

Q2
1

2

3

4

5

6
Annualized policy rate level

20
03

Q4

20
05

Q1

20
06

Q2

20
07

Q3

20
08

Q4

20
10

Q1

20
11

Q2
-1

0

1

2

3

4

5
Household lending rate (annual ppts.)

Global Financial Crisis (2008:Q3) Leaning-against-the-wind type monetary policy (100 bps higher)



Figure 14. : Capital regulations and macroeconomic dynamics around the GFC
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Figure 15. : Capital regulations and LAW around the GFC
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Figure 16. : Fiscal stimulus during the GFC
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Appendix A: Estimation procedure

Data sources and descriptive statistics

Table A.1—: Dating of financial crises

country Start of crisis Country Start of crisis
Australia 1989q4 Korea 1997q3
Austria 2007q4 Netherlands 2008q1
Belgium 2007q4 New Zealand 1987q4
Canada 1983q1 Norway 1988q3; 2008q3
Denmark 1987q1; 2008q1 Portugal 1983q1; 2008q4
Finland 1991q3 Spain 1978q1; 2009q1
France 1991q2; 2008q2 Sweden 1991q1; 2008q3
Germany 2001q1; 2007q3 Switzerland 1991q1; 2008q3
Greece 2010q2 United Kingdom 2007q1
Italy 1991q3; 2011q3 United States 1988q1; 2007q3
Japan 1992q1

Notes: The table reports the periods at which the different countries in our sample
experienced a financial crisis. The reported dates concern the start of the crisis and have
been determined by relying on the financial crisis classifications suggested by Lo Duca
et al. (2017) and (Laeven and Valencia, 2020, 2013), among others.

Table A.2—: Data sources

Variable Source Frequency Note
Real GDP OECD Quarterly
Credit BIS Quarterly 5-year growth in credit deflated by CPI
Inflation OECD Quarterly Growth rate of CPI
House price to income OECD Quarterly 5-year growth in house price to income
Equity OECD Quarterly 5-year growth in equity price deflated

Notes: This table documents data sources for each relevant variable.



Table A.3—: Summary Statistics

Variable N Mean Std. dev. p25 p75
Real credit growth (5-years) 3,276 5.11 5.14 1.69 7.46
House price to income growth (5y) 2,828 .72 4.0 -1.93 3.07
Real return on equity (3y) 3,199 7.17 17.79 -3.87 13.73
Real interest rate (3y) 2,897 -0.24 0.93 -0.76 0.25

Notes: This table presents the summary statistics for each of the relevant financial
variables.

Table A.4—: Finanical vulnerability measures and future large GDP shortfall

No. of large GDP shortfall associated with Average financial imbalances
Real credit (5Y av. growth) > μi 69% (33 of 48 ) 10.3
Real house prices (5Y av. growth) > μi 54% (26 of 48 ) 9.2
Real return on equity (3Y av. growth) > μi 62% ( 30 of 48 ) 19.9
Real interest rate (3Y change) > μi 71% (34 of 48 ) 1.2

Notes: This table presents summary statistics of the correlations between future large
GDP shortfall within our dataset and vulnerability indicators that exceed the country
average, μi. We use the lower percentiles of the average real GDP growth distribution over
a three-year horizon (

yi,t+12−yi,t
3×yi,t

), explicitly representing the bottom 10% of observations.

Table A.5—: Summary statistics for macroeconomic variables for the euro area

Average in the sample Normal times Financial crisis

Macroeconomic aggregates
Consumption to GDP 0.50 0.52
Total investment to GDP 0.21 0.19
Housing investment to GDP 0.13 0.11
Financial variables
Credit to non-financial corporations to GDP 1.36 1.59
Credit to households to GDP 0.58 0.63
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Robust checks and additional material

Figure A.1. : Marginal impact following credit busts: normal recession and finan-
cial crisis
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Notes: The figure plots the marginal impact on the macro and financial variables fol-
lowing a change in Credit. All variables are in log terms times 100 except for interest
rates. The dashed blue line depicts the average effect of a normal recession with 95%
confidence bands shown as grey areas. The solid red line reflects the effect of starting a
financial crisis. The dashed red line represents the combined effect of starting a financial
crisis and one standard deviation of excess credit growth (first row), house prices (second
row), return on equity (third row) and real interest rate (fourth row).



Figure A.2. : Marginal impact following house prices correction: normal recession
and financial crisis

Financial

Normal

−
6

−
4

−
2

0
2

4
6

0 5 10 15 20

Real GDP

6
4

2
0

−
2

−
4

−
6

0 5 10 15 20

Real Consumption

4
2

0
−

2
−

4
−

6
−

8
−

10
−

12
−

14
−

16
−

18
−

20
−

22

0 5 10 15 20

Real Investment

4
2

0
−

2
−

4
−

6
−

8
−

10
−

12
−

14
−

16
−

18
−

20
−

22

0 5 10 15 20

Real Investment Construction

20
18

16
14

12
10

8
6

4
2

0

0 5 10 15 20

CPI

4
2

0
−

2
−

4
−

6
−

8
−

10
−

12
−

14

0 5 10 15 20

Real House prices

4
3.

5
3

2.
5

2
1.

5
1

.5
0

−
.5

−
1

−
1.

5
−

2
−

2.
5

−
3

−
3.

5
−

4

0 5 10 15 20

Real Interest rate

10
0

−
10

−
20

−
30

−
40

−
50

−
60

0 5 10 15 20

Real Return on equity (ROE)

Notes: The figure plots the marginal impact on the macro and financial variables fol-
lowing a change in real house prices. All variables are in log terms times 100 except
for interest rates. The dashed blue line depicts the average effect of a normal recession
with 95% confidence bands shown as grey areas. The solid red line reflects the effect of
starting a financial crisis. The dashed red line represents the combined effect of starting
a financial crisis and one standard deviation of excess credit growth (first row), house
prices (second row), return on equity (third row) and real interest rate (fourth row).
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Figure A.3. : Marginal impact following ROE adjustments: normal recession and
financial crisis

Financial

Normal

−
6

−
4

−
2

0
2

4
6

0 5 10 15 20

Real GDP

6
4

2
0

−
2

−
4

−
6

0 5 10 15 20

Real Consumption

4
2

0
−

2
−

4
−

6
−

8
−

10
−

12
−

14
−

16
−

18
−

20
−

22

0 5 10 15 20

Real Investment

4
2

0
−

2
−

4
−

6
−

8
−

10
−

12
−

14
−

16
−

18
−

20
−

22

0 5 10 15 20

Real Investment Construction

20
18

16
14

12
10

8
6

4
2

0

0 5 10 15 20

CPI

4
2

0
−

2
−

4
−

6
−

8
−

10
−

12
−

14

0 5 10 15 20

Real House prices

4
3.

5
3

2.
5

2
1.

5
1

.5
0

−
.5

−
1

−
1.

5
−

2
−

2.
5

−
3

−
3.

5
−

4

0 5 10 15 20

Real Interest rate

10
0

−
10

−
20

−
30

−
40

−
50

−
60

0 5 10 15 20

Real Return on equity (ROE)

Notes: The figure plots the marginal impact on the macro and financial variables fol-
lowing a change in real return on equity. All variables are in log terms times 100 except
for interest rates. The dashed blue line depicts the average effect of a normal recession
with 95% confidence bands shown as grey areas. The solid red line reflects the effect of
starting a financial crisis. The dashed red line represents the combined effect of starting
a financial crisis and one standard deviation of excess credit growth (first row), house
prices (second row), return on equity (third row) and real interest rate (fourth row).



Figure A.4. : Marginal impact following real interest rate adjustments: normal
recession and financial crisis
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Notes: The figure plots the marginal impact on the macro and financial variables fol-
lowing a change in real interest rate. All variables are in log terms times 100 except
for interest rates. The dashed blue line depicts the average effect of a normal recession
with 95% confidence bands shown as grey areas. The solid red line reflects the effect of
starting a financial crisis. The dashed red line represents the combined effect of starting
a financial crisis and one standard deviation of excess credit growth (first row), house
prices (second row), return on equity (third row) and real interest rate (fourth rows).
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Figure A.5. : Median and Interquartile range of the selected indicators across the
sample of countries

(a) Real GDP growth (average annual %
over 3 years)
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